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Abstract—Adaptive filtering based feedback cancellation is u(t)
a widespread approach to acoustic feedback control. However,
traditional adaptive filtering algorithms have to be modified in
order to work satisfactorily in a closed-loop scenario. In particular,
the undesired signal correlation between the loudspeaker signal
and the source signal in a closed-loop scenario is one of the major
problems to address when using adaptive filters for feedback .}
cancellation. Slow convergence speed and limited tracking G E-7 F
capabilities are other important limitations to be considered. ’
Additionally, computationally expensive algorithms as well as long Pie
delays should be avoided, for instance, in hearing aid applications, !
because of power constraints, important to extend battery life, I
and real-time implementations requirements, respectively. We N
present an algorithm combining good decorrelation properties, by Ny
means of the prediction-error method based signal prewhitening, dlt, £(t)] +y(t) v(t)
fast convergence, good tracking behavior, and low computational
complexity by means of the frequency-domain Kalman filter, and Fig. 1. General AFC scenario.
low delay by means of a partitioned-block implementation.

control can lead to system instabilities causing annoying arti-
facts and sound degradation. Mainly in the last three decades,
several methods have been developed to cope with the problem
of acoustic feedback [1]. An important class of such meth-
ods is characterized by the use of adaptive Iters and, more
[. INTRODUCTION speci cally, by the use of the adaptive Iters to model the un-

COUSTIC feedback control is of critical importance irknown feedback path. adaptive feedback cancellation (AFC) is
Aseveral systems dealing with acoustic signals, such as pffi usual name by which these methods are identi ed. An il-
alystration of a typical acoustic feedback scenario including an
AFC approach is shown in Fig. 1; the adaptive Itéi(q,t)
represents the estimated feedback path model which should,
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and, as a consequence, employing a standard adaptive ltering
algorithm, e. g. the normalized least mean squares (NLMS),
returns a biased estimate bf(q,?) [2], [3], thus limiting the .

signalwv(t). This correlation makes the estimation of the feed- u(t)
back path more problematic than in the acoustic echo scenario [ﬂ\

cancellation properties af'(¢, t). Additionally, system insta- ¢ T f Fi
bilities can be induced by the closed-loop, leading to a series R
of acoustic artifacts such as howling. In order to reduce these X l_‘ yltE)] a(t)
problems and obtain a reliable estimate, a procedure for decor- dt, £(¢)] A
relatingv(t) andu(t) should be included. D () o) Ht ?;)
Different approaches have been proposed in the literature to uslt.30)) ’_I '
reduce the signal correlation in the acoustic feedback scenario, ‘
and thus produce better estimates of the feedback path trans- [ sl ()] j
fer function (TF), such as the introduction of an external probe gl
noise [4], [5], modi cations of the forward path TF by means A 3
. : , . : i y5lt.3(0)]
of nonlinear processing [6], [7], time-varying processing [6], L-é.)<+—/
[8] and added delays [9], two-microphones strategies [10], and, e[t 5),5(1)]

more recently, the use of a prewhitening Iter used for decor-
relation [11]-[15]. The latter approach relies on the use of dig- 2. Complete AFC algorithm with prediction-error method (PEM) stage.
appropriate model for the disturbance of the identi cation pro-

cedure which, in the AFC context, is represented by the SOUfg&e inherent optimal choice of the step-size parameter [24]

signalu(t). which usually needs to be xed as design parameter of the

The prewhitening lter-based AFC has been shown t0 B8g\.FDAF algorithm or adaptively estimated using variable
advantageous since it provides limited perceptual d|stort|or§ep_size algorithms [14], [23], [25].

unlike the other aforementioned approaches [1], [16]. However, |, this paper, we provide the complete derivation of the

the need for a source signal model introduces a new challengey_Fpk e algorithm, which was not included in [18], to-
from the identi cation point of view, since the unknown source .inher with a comple;(ity analysis and a study of the Iés for

signalv(t) is usually a nonstationary speech or audio signghe ¢josed-loop identi cation. Additionally, we propose an ex-
Nonstationarity implies that the source signal model#0f) (ansion of the PEM-FDKF by means of a partitioned-block
must be concurrently estimated alongside the estimation of ) frequency-domain implementation, referred to as the PEM-
feedback path model. '_I'herefore, the identi ability condit_ionssased partitioned-block frequency-domain Kalman Iter (PEM-
(ICs) of the system, which now counts two models to be idenisgrpKr), allowing to reduce the algorithmic delay, as needed
ed, are inevitably changed [3], [17]. in, e. g., hearing aid (HA) applications. The paper is organized as
The application of the prediction-error method (PEM) 19516, 1n Section II, we review the PEM for direct closed-loop
prewhitening lter-based AFC has been widely studied [3kystem identi cation. In Section 11I, we introduce the PEM-
[17]-[21], resulting in several different algorithms, e. 9. thepkr providing a complete derivation of the algorithm. In
PEM-based adaptive ltering with row operations (PEMsection |v, we study the ICs, allowing to obtain a unique and
AFROW), as well as interesting results regarding model ide(piased model estimate for both the feedback path and the
ti ability._ In the time-invariant case, with a true source signak g rce signal generation system. In Section V, we present the
generation systent/, (¢) de ned by an autoregressive (AR)gytansion of the PEM-FDKF relying on partitioned-block (PB)

process with a white noise excitation signalt), see Fig. 2, rocessing, the PEM-PBFDKF. In Section VI, we provide a
Sprietet al.[3] have proved that identi ability can be achieve omputational complexity and memory requirements compar-

if suf cient delay is included in the forward path or in the feed;g,4 of the proposed algorithms. In Section VI, we illustrate

back cancellation path, as well as if a time-varying or nonlinegt, performance of the proposed algorithms in terms of con-

proces.sing forward path TF is considered. This idgnti abilit)(,er ence speed, added stability and sound quality by means
analysis has subsequently been extended to a wider range©O&imylation results. Finally, the conclusions are drawn in
source signal models [17]. Section VIII.

The AFC has been also formulated in the frequency do-
main, i.e., as a frequency-domain adaptive Iter (FDAF), and
combined with a time-domain prewhitening lter, i.e., the PEM-
based frequency-domain adaptive Iter (PEM-FDAF)[19],[22]. The PEM is widely used in direct closed-loop system identi-
More recently, a PEM-based prewhitening lter has been usethtion [2], [3]. For the case illustrated in Fig. 2, the PEM can
in combination with a frequency-domain Kalman Iter (FDKF)be used to provide a direct closed-loop identi cation [2], [26] of
applied to a state-space structure, leading to the so-called PEith the true feedback paffi (¢, ¢) and the true source signal
based frequency-domain Kalman Iter (PEM-FDKF) [18], togeneration systeni; (¢,t). Throughout the paper, we use the
achieve better convergence and tracking properties comparetbtowing notation system: a symbol with the subsctipéfers
the PEM-FDAF [22], [23]. An advantage of the PEM-FDKRo the true system, a regular symbol refers to the model, and a

Il. PREDICTION ERRORMETHOD IDENTIFICATION
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symbol with a hat refers to the model estimate; eFy(¢,t) is and (7) as the constrained optimization problem
the true feedback patl#; (g, ¢) is the feedback path model, and

~ . 2

F(q,t) is the feedback path model estimate. ol E{et, €]} (14a)
Assuming F'(¢,t) and H(q,t) to be parametric difference ) _ o

equation models, and de ning a new modgg, t) satisfying subjectto  A(q,?) is a divisor of B(q, 1), (14b)

the equation/(q,t)H (¢,t) = 1 for later use, we introduce the

where the constraint follows from (8) and (9). The rst ta
parameter vector@(¢), f(t), andj(¢): ®) ©) P

parameter ofA(q,t) is always set to 1, i.e.A(q,t) =1+

o) =Tt T )" 1) g 'A(q,t), in order to avoid the trivial solutiomd(q,t) =

. B(g,t) =0 in (14). The PE de nition in (13) is used in the
£) = [fo(t) i) - far-a(t)] (2)  rst part of Section IV, where we provide the ICs for the opti-
. . . mization problem leading to the proposed PEM-FDKF. Unlike
O=1 3@ - G ®) X S ey

in the derivation in [3], herel(q,t) and B(q, t) are considered
whereny = np + n;. Assuming the true system is containedo be time-varying quantities. Later in Section IV, we use again
in the model set [26], the true system can be described using the PE de nition in (6b) from the derivation [it will also be clear

true values of (t), i.e.,f; (t), as that the constraint (14b) may be removed] as the solution of
(14a) alone satis es the constraint (14b) and hence the solution
Fi(a.t) = F(@.)]g_g ) (48)  of (14a) is also equal to the solution of (7).

_ ) In the next section, describing the algorithmic derivation of

= o)+ fia®a "+ finea (g +(14b) the PEM-FDKF, we also use (gb) to dgescrisb[eﬂ(t)}. Fol-
lowing the PEM, the optimization in (7), w.r£(¢) andj(¢),

and thus is carried out in an alternating fashion [21], i.e., estimating, at
each iteration, in a rst step the coef cients dfq, ¢) with xed

y(t) = Fi(q, t)u(t) + Hi(g, t)e(t). ®)  estimates forF (¢, t) and irr)1 a second step Er?e )coef cients of
Similarly to (4), the true value gf¢), i.e.,j; (t), can be used to F(g,t) with xed estimates forJ (¢, ).
write J; (¢, t) = J(q,1) |j<t):jt(t), with Ji (¢, t)Hi (g, t) = 1.
We can now de ne the prediction error (PE) using the oneHl. THE PEM-BASED FREQUENCY DOMAIN KALMAN FILTER

step ahead predictor fai(t), g[t|f(¢),j(t)], as (PEM-FDKF)
elt,0(t)] = y(t) — J[t|6(t)] (6a) Thg PEM-FDKF algorithm [18] is an extension qf the

algorithm proposed by Enzner and Vary [24] for acoustic echo

= J(g,t) [y(t) — Flg, t)u(t)], (6b)  cancellation (AEC). It relies on a dynamical model for the feed-
and nd the true values of the parameter vect{r$ andj(t), back path and a model for the r_ecorded r_nlcrophone signal to
by minimizing the variance of the PE de ne a state-space representatlo_n to which the Kalman_ lter
procedure can be applied. The simple frequency-domain dy-

I;}lfl;l E{e*[t,0(1)]}, (7)  namical model chosen for the feedback path employs a rst-

order Markov model as an abstraction of the true feedback path
whereE{-} denotes statistical expectation and the measurdgnamics. Similar models have also been proposed in the time-
e[t,0(t)] is considered to be a realization of the PE, derivingomain [27]-[29]; however, the use of a block-wise procedure
from a realization of the white noise excitatie(¥), being the has animpact on the calculation of the model time constant. The
only random variable in this scenario. main change introduced to the algorithm by Enzner and Vary
The ICs, i.e., the conditions that allow to uniquely estimateonsists of the decorrelation stage, by means of a PEM-based
Fi(q,t) andJi(q,t), have been derived in literature [3] by conprewhitening lter already seen in the PEM-FDAF [23], [30],
verting the nonlinear PEM cost function (7) into a linear co$81]. In this way, the frequency-domain Kalman lIter (FDKF)

function, by means of the transformation: framework can be successfully applied to AFC, leading to the
PEM-FDKEF.

Alg 1) = J(g,1) (8) The two main advantages of a frequency-domain approach

B(q,t) = —J(q,t)F(q,t) (9) are the lower computational complexity and the good decorre-

lation properties of the discrete Fourier transform (DFT) [19],

with A(g, t) andB(g, t) parameterized by [32],[33]. InHA applications, where short Iters are usually em-

&(t) = [aT (1) bt (t)]T (10) ployed, the computational complexity advantage is smaller than
- in PA applications, but it can be still relevant, as we will show
a(t)=[1 a(t) ... an,(t)] (11) in Section VI, especially if the DFT calculations are shared by
other processing stages of the HA. In addition to these two ad-
b(t)=[o(®) bi(t) .. b,  (12) o 0o

vantages, the formulation of the problem based on a state-space
allowing to rewrite (6b) as representation allows to optimally estimate the FDAF stepsize
as part of the Kalman Iter procedure [24], [34], leading to a
elt, ()] = Alg, )y(t) + Blg, t)u(t). (13)  signi cantly improved convergence [18].
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It should be emphasized that this approach employs the im-Finally, we introduce thek?-samples pre Itered microphone
plicit assumption thatF} (q,¢) and H;(q,t) are slowly time- signal and the source excitation signal for frameé.e.,

varying [with F; (¢, t) varying more slowly that, (¢, t)], since _ B T
these are modeled Wy(q, x) andH(q, k), wherex € Z is the yau(8) = [Ilg 0)y(eR = R+1) .. Ji(g, k)y(kR)

time frame index, which hence can only vary at the frame rate =y, (kR—R+1) ... vy, (,.@R)]T (19)
[24], [35]. Therefore, we will assume time invariancefofq, t) .
and H, (¢, t) over each frame, i.e., effectively over each frame  e(x) = [e(kR—R+1) ... e(kR)]", (20)

shift of R samples, and use the notatibi(q, x) and H; (¢, x).

o X and their frequency-domain versions:
Similarly, J; (¢, x) is de ned such that/; (¢, k) H (¢, k) = 1

The discrete frequency indexwill be used, together with Yy, (k) = (GRx 1) Frys, (5) (21)
the frame index:, to describe the time-frequency components 01 H
of the different variables. The rst introdt?ced vyariablg is the Ex) = (GR )" Fre(r). (22)
M-samples loudspeaker signal for frame The quantities introduced so far can be combined into a state-
space representation using the frequency-domain Markov model
u(k) = [u(kR—M+1) ... u(kR)]", (15) for the feedback patl, (x) as a state equation and the linear
) model for the frequency-domain pre Itered microphone signal
whereR denotes the frame shift. Y, (k) as a measurement equation:
Assuming the true valudi(q, ) to be available, the pre-
ltered version of the loudspeaker signal for framés Fi(k+1) = aFi(r) + Ni() (23a)
wy, (k) = [Ji(q, k)u(kR — M +1) ... Ji(q, k)u(kR)|" Y1, () = Ca, (w)E (k) +E(r) (230)
. whereCy, (k) = GY} . ,, Uy, (k) includes the linear transfor-
=g (kR=M+1) ... w (kR)] .  (16) mation to be applied tdJy, () to linearize the circular con-

, , volution betweenu;, (k) andf;(x), cf. Table I, N;(x) is the

_The frequency-domain version of the pre Itered IOUdSpeak‘f)rrocess noise describing the unpredictability of the feedback
signal is then given in matrix form as path dynamics andy is the transition factor accounting for
the time-variability of the feedback path [24]. The total num-
ber of linear convolution samples resulting from the circular
convolution, given the chosen signal dimension parameters, is
Fful = F | and thediag{-} operator either maps al/ x 1 M—-R+1=R+1 [32]. HOV\_/eve_r, we retain_only% samples
vector to the diagonal of ai/ x M diagonal matrix, or maps to ma’Fch the_frame shift and simplify the notation, as commonly
anM x M matrix to theM x 1 vector given by its diagonal. done in the literature [24], [32], [36], [38].
The dimension parametef® and M should be chosen prop- AssumingJ; (¢, ) is indeed available, the use of pre Itered

erly, taking into consideration the length of the true feedbad@riables in (23b) guarantees the decorrelation between the
path or an estimate thereof. A common choic&is- n. (as- pre ltered loudspeaker signaky, (x) and the source excita-

sumingn;. = np) and M = 2R [23], [32]; if the algorithmic tion signale(x) in th_e measurement equation, thus achieving
delay, equal t@R — 1, is not acceptable, a PB solution (alsdhe necessary requirements to employ a Kalman lter for the

known as multidelay Iter) [22], [33], [37] can be chosen, segstimation Qth (k). The linear minimum mean-square error
Section V. (MMSE) estimate of the state vect®y (x) corresponds to the

With R = ., the frequency-domain version of the true feedgolution of a Bayesian optimization problem [39, ch. 13], and
back path parameter vectfi(x) is is given by the well-known set of equations referred to as the
(block) Kalman lter:

Fi (k) = G}« g Frfi (k) (18a) K(r) = P(/—@)C'I]{l (x) [CJL (H)P(/{)CE (k) + Tpp (m)]_l

=Fy W4 fi(k). (18b) (24a)
The rectangular matric&s}? . andW?9}  , are usedto ob- F' (k) = F(r) + K(r)[Yy, (5) = Cy, (R)F(r)] (24b)

tain theM x 1 frequency—domain_ve(sion o_f the x 1 vector Pt (k) = [Lur « a1 — K(5)Cy, ()] P(r) (24c)

f. (x). The smaller of the two matrix dimensiofsalways indi- A

cates the dimension of the identity matFix, z appearinginthe F(x+ 1) = o - F¥ (k) (24d)

matrix de nitions. The simpli ed de nitions of these matrices, 9 o

considering the standard cad¢ = 2R, are shown in Table | Plrt1) =ap-P7(k) + ¥xx, (1), (24e)

along with the other matrices needed to compactly descritvdereK(x) is the frequency-domain Kalman gain, the super-

the algorithm in the frequency-domain as de ned by Benesscript * indicates a posteriori estimates and, nali¥gg (%)

et al.[36]. Despite the two classes of de nitions for frequencyand ¥y, v, (k) are the covariance matrices Bfx) andN (k)

domain quantities, e. g. using (18a) or (18b), we will only ug@4], [35], respectively, assumed to be known.

the class of de nitions including the linearization matri€gs, . For implementation purposes, we drop some of the assump-

in the rest of the paper. tions initially made for the state space model, similarly to what

U,]‘ (IQ) = diag {FM uj, (H)} s (17)

whereF,; is the unitary DFT matrix of sizell x M, i.e.,
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TABLE |
DEFINITIONS OF THECONSTRAINT AND LINEARIZATION MATRICES USED IN THE PAPER, AS DEFINED IN BENESTY et al. [36]

Constraint rectangular matrix Constraint square matrix Linearization rectangular matrix Linearization square matrix

01 — 01 H@ol
Gﬂ] xM (GH x]\r[) GR x M

_ 01 -1
=FuWy  uFuy

0 0 _
01 _ 01 _ |Orxr Orxr 01 _ 01 1
Whin = [ORxR IRxR} Wi = {OR:R I :R } Grun =FrRWi o Fuy

10 _alo 10
WOl _ |:IR><R:| wol B [ngR ORXR} G0 _F, WO p-] Gt =G r(Gy o R)

M xR Op xn M x M Opxr Opxp M xR M xRYR 01 0
—FyW F
1 M x M* M

is done in the PEM-FDAF in order to carry out the optimization estimated using the procedures described in [35], [38],
in an alternating fashion [22]: [43], assuming that the feedback path is slowly time

1)

2)

Additionally, we use the approximations introduced by

The pre Itering operation is performed by means of the varying.

estimated/(q, x), instead of the trud (¢, x); therefore, ~ 3) Given the assumed low correlation between different fre-
the pre Itered variables will be, from now on, indicated guency components of the estimation error [24], the ma-
using the subscript, instead of;, . Following a common trix P(x) is a nearly diagonal matrix; the diagonalilty is
assumption found in literature [22], [40], [41], the sys- enforced by initalizing? (0) o< Ins « s -

temH, (¢, k) generating the source signdk) is assumed  The last three approximations are used to write the following
to be time-varying, monic, inversely stable, and AR. Theimpli ed expressions:

Ji(¢q, k) is then estimated as the linear prediction Iter

for the time-dorAnain error sign?l frar¥e, i.els|f(r)] = Ci(r) ~ % U (k) 27)
dlkR — R+ 1f(x)] ... d[nR|f(n)]} at the current »

and the previous frame, ie.[d"[x[f(x)] dT[x — C;j(k)P(x)CJ (k) ~ 37 - Uj(r)P(x)UJ () (28)
1/f(x — 1)]]%, using the Levinson-Durbin algorithm [42, N )

pp. 254-264] and represented jiy:). Wi (k) ~ R - diag{®pp(x)} (29)
The use of estimated prewhitening Iter parameters moti- Wi (k) = M - diag{®gx(k)}. (30)

vates the replacement@f 5, () — Cj, (x)F (k)] in (24b)
by the frequency-domain PE frarfiés, (:)(ﬁ)]l relatedto  With the approximations discussed so far, the complete set of

the time-domain PE framelx, 8(x)] via equations describing the PEM-FDKF update is as follows:
lr. 0()] = [elwR — R+1,0(x)] ... e[xR, @)(m)]f K(x) = P(x)Uj (r) [U; (5)P(1) U} ()
(25) + M - diag{®;;(x)}] (31a)
Elr, O(r)] = (GY 1) " Frelr, ()] (26) B () = P(k) + GY  K(k)ER, O(x)]  (31b)
with (;)(/s) containing the frequency-domain versions of N R
f(x) and j(x) [cf. (46) to (50)]. Furthermore, we add P(k) = 1Taocar — MK(K)U-?(“) P(x) (31c)

the linearization constrai&1? . ,, (cf. Table 1) in (24b) . .
[cf. (31b)], similarly to what is done in the FDAF, given F(r+1)=a -F' (k) (31d)
the improved sound quality provided by a constrained P(k+1)=a? Pt (k) + M - diag{® (k)}. (31e)
FDAF version [32]. Naturally, such a constraint causes a NN
computational complexity increase.

IV. PEM-FDKF IDENTIFIABILITY CONDITIONS

Enzner and Vary [24], in order to address both the problem of The ICs for the optimization problem solved by the PEM-

high computational complexity and the possible ill-posednegs®KF will be derived in three steps, as follows.
of the solution, via diagonal operations, as follows: The rst step, providing ICs for (7) and (14), is similar to
1) The linearization square matr&{; , ,, in the de nition  the derivation in [3], but now introducing time variability in the
of C; (k) is approximated by a diagonal matrix, allowingsignal models. The following expressions fdt) andu(t) hold
to write GY} |, ,;, ~ (R/M)I,; « s and, less intuitively, (cf. Fig. 2):
Gy AGY ) =~ (R/M)A, if Ais a diagonal
matrix [36, ch. 8]. y(t) = Fi(g, t)u(t) + v(t) (32)
2) The covariance matrice®gp (k) and ¥y, n, (k) are .
replaced by the estimatel; . (x) and ¥« (), respec- u(t) = G(q) [y(t) = F(g, t)u(?t)| , (33)

tively, which are assumed to be diagonal [24]. These B
are related to the corresponding time-varying powevhereG(q) = ¢~% G(q) andd¢e > 1, i.e., the forward path has
spectral densities®; (k) and ®g(x), adaptively to have at least a one-sample delay to avoid a delay-less loop.
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Using (32) and (33), the PE in (13) can be rewritten as yields, again, the values of(q, t) and B(q, t) in (38) and (39).
Following these results, which hold for any time-varying be-
elt, ()] = Alg, hv(t) + [Alg ) Fi (g 1) + Blg, )] x u(t) havior of J;(q, t) and F (g, t) ful lling the initial assumptions

= A(q, t)v(t) + [A(q, ) Fi(q,t) + B(q,t)] as well as the ICs, we can go back to the simpli ed notation
~ . of the unconstrained optimization problem in (7), parameter-
x ¢ % G(q) |y(t) — F(q,t)u(t)| . (34) ized in@(t). Under the same ICs, the minimization in (7) then

) leads to the solutiow(q,t) = Ji(q,t) and F(q,t) = Fi(q,1)
The PEz[t, £(t)] can be expressed as a functiorv@f) only, [the equivalent of (38) and (39)].

by using (32) and (33) repeatedly, in (34), i.e., The second step describes the transition from the current op-
e[t €(t)] = A(q, t)v(t) + Z(q, )G(q)v(t — dg) timization problem (7) to a new optimization problem including
the speci ¢ model (23), for which then the Kalman lter (alter-

N ol ] nating with the Levinson-Durbin algorithm) is seen to provide a
Z(q;1) Z G (q) H Fr(q,t —idg) suitable algorithm, and derive the ICs for this new optimization
(=2 i=1 problem. We start by expressing (7) as a lengtframe-based
v(t — ldg) (35) expression, through the frame indexAssuming time invari-
ance ofFi (¢, t) andH, (¢, t) over each frame, the sample-based

where estimation of the parameter vect) is replaced by the frame-
F.(q,t) = Fi(q,t) — ﬁ(% t) (36) based estimation of the parameter veétor), found by solving
at eachs
. o : . min - E{[e[x, 0(x)][[¢-1 ()} (41)
As is done for the time-invariant case in [3], we consider the 0(r)

suf cient order condition forA(q, t) andB(q, t), i.e.,na > ny = B 1/2 . .
andnp > ny +np — 1, and the causality of(q), F (4.) where |z|ly, = VziWz = ||[W!/2g|, is the welghted norm

Ji(¢,t) and F(q, t) and study the conditions under which thé)‘c z induced by the positive de nite matri%, and¢™" (x) =

minimization in (14a) leads to the unique solution ¢! (k)Ig « r Will be used to compensate for power variations
in the excitation signak(x). [k, 0(x)] is the lengthR PE
A(g,t) = Ji(g: 1) (38) frame obtained from (6b) assuming the parameter vetey
B(g,t) = —Ji(q, ) Fi(q,1). (39) is constantin = kR — R+ 1,...,kR. Under the same time-

invariance assumption, it has been pointed out in [32] that
This solution satis es (14b), hence making this constraintindeeginimizing the frame-based cost function vs. the sample-based
redundant. cost function leads to the same mean-square error performance;
The unique desired solution can be derived if at least onetbkrefore, the same ICs hold for the (41) and (7).
the following conditions, similar to the conditions found in the We now assume a frame-based state-space model for the

time-invariant case [3], is ful lled: true system using a simple Markov model to describe the state
C1: The forward path delay satis esdg > na; (i.e., the true feedback path) dynamics [12], and the linear model
C2: The cancellation path delayr, where B(q,t) = for the time-domain pre ltered microphone signal frame (¢)

q 7 B(q,t) and henceF(q,t) = ¢7 Fi(q,t), satis- as the measurement equation:
es dg +dp > ny;
C3: The TFG(q) is nonlinear. fi(k +1) = aufe(k) +ne(x) (422)
The proofs resemble those in [3], with the difference that yi. (k) = Fi(q, k)uy, (k) + e(k), (42b)
the assumed time variability of the signal models does not al-
low to compactly rewrite (35). Speci cally, the rst condition, ¢ (16), (19) and (20), and we describe the random vari-
C1, turns the minimization in (14) into a linear prediction oftbles of (42) as (k) ~ N (0, Ai(x)), e(s k) ~ N(0, ¢ (x))
u(t), .. A(g,t) = J,(g,t), given thatay () = 1. Additionally, andfi(0) ~ N (py, o), I1:(0)), where'(.,-) indicates a nor-
sinceny > ny, the equationZ(q,t) = 0 must hold, leading mal distribution with speci ed mean and covariance.
to B(q,t) = —J;(¢,t)F,(q,t). The second condition, C2, can The Kalman lter corresponding to the state-space model (42)
be proved similarly, by including(q, ) = ¢~ B(q,t), and effectively solves the opt|m|zat|on problem [44]-[46]

henceF, (q,t) = ¢~ Fi(q,t), in (35), i.e.,

] ] min S IEO) — .0 P

cft, ()] = Alg, Opo(t) + ¢ [A@OR(q.0) + Bg.n] TR0 v
x Ga) [y — Fla, )] (40) +5 Z Inmll3
n=0

If do + dr > nga, the unique solution of (40) is given by (38) .
and (39). The last condition, C3, can be understood considering I 1 Z le[n, 6 ")]H2 . (43a)
that a nonlineaiG(¢) introduces additional decorrelation be- = =)
tween the rstand the other terms in (35), thus decoupling these )
terms in the minimization of (7). Such decoupled minimization ~ Subject to f(n +1) = auf(n) + n(n). (43D)
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This formulation combines the different optimization prob- We will now show that the ICs of the frequency-domain prob-
lems in (41) for successive frames= 0, ..., into a single lem in (45) correspond to those derived for the frame-based
optimization framework, with the constraint (43b) de ning theime-domain problem in (44). To this end, we introduce some
time evolution off(n), and three terms characterizing the costuitable variable transformations in the optimization problem;
function: namely, the different frequency-domain variables are related to

1) A regularization term depending d@i0) and on the ma- their time-domain counterparts using different constraint matri-

trix IL; (0) = E{[£(0) — Mg(oﬂ [£(0) — g, © ] }, with  ces de ned in Table | [36], as follows:

Mg, (o) an initial guess of the initial staI[é{O) f(n) = Fz1 (G, )" F(n) (46)
2) A term depending on the unknown state noise process
n(n), with n(n) being a new variable to optimize, and on F(n) = G}, gFrf(n) (47)
Ai(n) =E{n(n)n(n)"}; . i
3) A term depending on the PEn,0(n)], similar to the i) = Fy ) (G )" I () (48)
term in (41), where the expectation on the single frame is J(n) = G0 i(n) (49)
replaced by a summation over the different frames, and xns g
¢ '(x) in (41) is replaced by the matri; (n) [44], [47]. O(n)=[F"(n) I"n)" (50)
With (43) effectivelyf(n) is estimated under the assumption
that j(n) is known [asj(n) is included in@(n) in the third n(n) = F;' (G, n)" N(n), (51)
term of (43a)]. Ifj(n) = ji(n), then the Kalman lter (subject
to technical full-rank conditions) provides the unique MMSE N(n) = G « pFrn(n). (52)

estimate off;(x), which itself (subject to the above ICs) isHere we have assumed tifét), j(n) andn(n) have lengths,
included in the unique minimizer of the third term of (43a) with, ; andR, respectively, while all the frequency-domain variables
the expectation reintroduced. have lengthl/.

When the Kalman Filter operations [to estiméite)] are al-  |n addition to the transformations (47), (49) and (52), the four
ternated with the Levinson-Durbin algorithm [to estimfite)],  steps necessary to rewrite (45) as (44) are the following:
as in Section l1ll, the optimization problem that is effectively 1) The frequency-domain and time-domain feedback path

solved is model and process noise are related via (47) and (52);
. P 2 substituting (47) and (52) in (45b) and premultiplying
Oy, 2 I£0) = p.0) lz1 ) with F; (G120, )Y leads to (44b).
2) The rst term of (45a) can be rewritten in terms £(0)
andII; ! (0) using (47) and the following relation:
+5 Z [[n( ||A
(Gi7 )" PH(0) = FRITH(0)F L' (Gh7 )™,
! 2 (53)
T3 Z leln, 6]z 1y (449) resulting in the rst term of (44a).
n=0 3) The second term of (45a) can be rewritten in terms of
subject to f(n+1) = af(n) +n(n). (44b) n(n) andA; ! (n) using (52) and the following relation:
The alternation minimization then provides a (possibly sub- (G )L (n) = FrAT (n)FRH (G p),
optimal) estimate o, () = [ () jT (x)]T, which itself (sub- (54)

ject to the above ICs) is included in the unique minimizer of
the third term of (44a) with the expectation reintroduced. If
the Kalman lter is applied withj(n) = ji(n), then (subject to

technical full-rank conditions) it provides the unique MMSE
estimate off; (x). Similarly, if the Levinson-Durbin algorithm En,BO(n)] = (GY., ,/)"Fre[n,0(n)]  (55)
is applied withf (n) = f;(n) it provides the unique MMSE es-
ol e = tep “ Gl 87 () = Fr S (WF GURM,  (56)

The third step is that of formulating the optimization problem resulting in the third term of (44a).

resulting in the second term of (44a).
4) The third term of (45a) can be rewritten in terms of
e[n,0(n)] andX; ! (n), using the following relations:

in the frequency domain, i.e., Overall, the transformations (47), (49) and (52) to (56) can
. 1 ) be used to link the frequency-domain problem and solutions in
{e(n)}ll\lll(%}n 5 ||F(0) — HF, (0) HPCI 0) (45) to the frame-based time-domain problem and solutions in
' "= (44). Thus the ICs C1 to C3 and the considerations drawn for the
frame-based time-domain problem (44) hold for the frequency-
+ 5 Z N3 domain problem (45), too.
n=0
V. THE PEM-BASED PARTITIONED-BLOCK FREQUENCY
+ 5 Z 1€, ©M)][I§+( (45a) DOMAIN KALMAN FILTER (PEM-PBFDKF)
n=0

Even though the use of FDAF algorithms has been shown to

subject to F(n+1) = aF(n) +N(n).  (450) pe pene cial compared to time-domain algorithms for several
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aspects, an important issue that might limit the applicability of T
FDAF algorithms is the use of excessive lter lengths. High- e(k) =[e(kR=V +1) ... e(sR)] (64)
olrder Iters,. motivated by long echo or feedb_ack pathg and/or E(k) = (GY', )" Fye(x). (65)
high sampling frequencies, can lead to algorithmic noise [43].
Additionally, high-order Iters increase the algorithmic delayAs in the non-partitioned case, one of the— L +1 =V + 1
potentially making real-time solutions unfeasible. Even thougt@mples from the fast frequency-domain linear convolution is
the feedback path of a HA is usually relatively short, the very lo@iropped to simplify the notation, resulting ivasamples length
delay requirements generally make FDAF algorithms unsuitati@ both y;, (x) ande(x) [38]. A common choice [33], [36],
for HA applications. [38] for the parameters i& =V = M /2, recalling that now

A way to overcome this problem involves the use of a PB = nr/P. The frame shift/? and the signal block length’
structure, i.e., the so-called partitioned-block frequency-domagan be related vi& = V/~, wherey is the overlapping factor,
adaptive lter (PBFDAF) [33], [37]. The PBFDAF requires theusually chosen to be an integer [33].
division of the feedback path model infopartitions of length ~ The resulting PB state-space model is the following:
L < R = np, thus allowing to lower the algorithmic delay from
9np — 110 2L — 1 [22]. The PBFDAF has been successfully Ftr (5 +1) =aiFuy(s) + Nip(s), p=0,....P—1
applied in both AEC [34], [48] and AFC [22], [49], [50]. Specif-

ically, for AFC, the PBFDAF has been combined with a PEM- (662)
based prewhitening lIter, giving rise to the (PEM-PBFDAF) p-t

[22], [23]. More recently, a state-space version of the PBFDAF Y, (k) = Z Ci p(R)Fip (k) + E(r) (66D)
algorithm for AEC has been proposed [38], [43], which will be p=

referred to as partitioned-block frequency-domain Kalman It%hereC] (k) = G9! ,, Uy (k) is used to linearize theth
(PBFDKF) in the following. i MM

: : , , circular convolution between the partitiong, , () andf; , (),
_ Inthis section, we propose amodi ed version of the PBFDKEjmjjarly to the non-partitioned case. The partitioning of the state
including the same decorrelation stage employed for the FD'@(:quation (66a) requires the de nition df, , (k), i.e., the pro-

presented in Section Ill, by means of a PEM-based prewhitqQsss nojse for theth partition; the transition factar; , however,
ing, i.e., the PEM'PBFDKF' i ) is still partition invariant [38], [43].

We rstde ne the partitioned version of the time-domali- A for the non-partitioned case, we can apply Kalman lter
samples loudspeaker signal and thesamples true feedbackyq the model de ned in (66) to obtain the linear MMSE estimate
path, at frames for blockp = 0,...., P — 1, as follows of the stateF'; , (x); a set of equations very similar to (24) can

w, (k) = [u(kR —pL — M +1) ... u(kR _pL)]T (57) be written as follows, for each partitign=0,..., P — 1:
f(0) = (ALK .. ROL+L-Le)". (58  Kp(9) =Pyp()Ci,(5) [Crop (WP (R)CI, (5)

—1
The partitioned signal vectors can be de ned in a similar + Wpg (1)) (67a)

way to the non-partitioned ones, adding the speci ¢ block in-

P-1
dex; in the following de nitions, we are always considering Fr (k) = F, (k) + K, (k)| Yy, (k) — Z Cy, ,(K)E, (k)
the time frames for block p. The time- and frequency-domain ‘ v

version of the pre Itered loudspeaker signal can be de ned as (67b)
follows:

Pl(k)=|Iyxnw — K C; P, 67c

uy, (k) = [ug, (kR —pL — M +1) ... uy (kR—pL)]" p (9= [T = Kp(w) JJ’(H)} »(%) (67¢)

(B9 F,(k+1) = F; (k) (67d)

Uj, p(x) = diag {Faruy, ,(k)} 60) P, (k+1) = a?P (r) + Tx,x, (). (67¢€)

with the constraintM > R + L — 1, to ensure proper Oper-  Thg simpli ed form of (67) relies on similar approximations
ations [22]. The partitioned-block frequency-domain (PBFD)s in the non-partitioned case, wheReis replaced byV,
representation of the true feedback path can be de ned, simis GY , ~ (V/M)Ly oy and GOL, , A(GY ) ~
_ e, Gl 7o vy U x M
larly to (18a), as follows: (V/M)A, if A is a diagonal matrix [38], [43]. This allows
F,, — Gl Ff ) 61 to adapt the approximations listed in Section Il accordingly,
to(K) = Gar s Fufip (v) (61) yielding the diagonalized version of the algorithm, i.e., the PEM-

Finally, the time- and frequency-domain versions of the pré&BFDKF:

Itered microphone signal and source signal frame can be de- H -
ned as follows, withV = M — L: K, (k) = P,(r)Uj () {Uj,p(’@)Pp(’@)Uj’p(K)
vy, (k) = [y, (kR—=V +1) ... yy (kR)]" (62) + M diag{®; (x)}] ! (68a)

Y5, (1) = (GV ) Frys, (v) (63) F) (k) = Fy(k) + Gif K, (0)E[R, O(r)]  (68b)



1792

IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 25, NO. 9, SEPTEMBER 2017

Algorithm 1: PEM-based partitioned-block frequency-

domain Kalman lter (PEM-PBFDKF). The PEM-FDKF
can be obtained by setting = 1.

1 PP(O) =oly XM,FP(H) = (I)NN,p(O) =

Ppp (0) =041, §(0) =

[1 04,141 ]T

2: fork=0,1,2,...do
3: forp=0,...,P—1do
4: U, (k) = diag {Fpu,(x)},
5: end for .
. O - 1
6: y(r) = Wit MAFA; 2 p=0 Up(r )E, (k)
7. d(k) =y(r) - 3(k)
8: uj(kR — pL — i) = J(q,k)u(kR — pL — 1)
1=0,. 71\4—1,]9:07...,1:’—1
9: y] (’%R - Z) J(q> KJ)Z/(’?R - Z)a
i1=0,...,.V—1
10: for p = O,...,P—ldo
11: Uj71,(’i) = diag {FM llj"p(li)} R
12: end for
. - 1 —P- -
13: YJ(K? = Wole M FM1 E ) Uj,p(h:)Fp(K‘)
14: elr, 8(r)] = y;(r) = ¥5(k ) A
15 el 00~ Fi <w°le w)elr, 6(x)]
16:  ®ge(n) = diag{E[r, O(r)IE" [k, O(r)]}/V
170 Ppp(k) = ‘I’sg( K)
B diag{3, 29 U; , (5)P, (x)UY ()}
i
18: Threshold® . ;. () with 62(k)1ar «1
19: forp=0,...,P—1do
20: K,(k) = P,,(/{)U?p(/{)
U; (k)P (,%)UfI (k)
) +M dlag{@EE( N
21 FJ(x) = F, (k) + Gif . K, (7)E[r, O ()]
22: F,(k+1)= ozF*( )
23: P} (k) = L« — 17Ky (1) U; , (5)]Py ()
24: ThreshoIcP;( k) With Op » s
25: P,(k+1)=a’P) (k) + M diag{®yx ,(x)}
26: Qi (k+1) = BPpp ,(K)
+ (1-5) dldg{F[,,( F (k )} )
27: B, (vt 1) =(1-a”)Pp (k+1)
28: end for '
29:  j(k+1) =Levinson — Durbin ([d(x);d(k — 1)])
30: end for
P/ (k) = |1 VK, (r)U P 68
p (8) = L = 77K, (R)U; ()| Py () (680)
Fy(k+1) = aoF] (k) (68d)
P,(rk+1) = o’P} (x) + M diag{ @y, (r)}. (68e)

A summary of the PEM-PBFDKF is given in (1), where thé

explicit calculations of®. (x) and ® () follow the pro-
cedures described in [35], [38], [43]; in particulaby g ()
is estimated using a rst-order recursive lter, with forget-partitioned algorithms, i.e., PEM-FDAF and PEM-FDKF, usifg= 1.

ting factors = 0.91 [38]. Additionally, 1,, . is de ned as an
M x 1 vector of ones.

Usually, in PBFDAF algorithms increasing the number of
partitions reduces the convergence speed [51], since this in-
crease results in smaller partitions, thus lowering the degree
of decorrelation introduced when working in the frequency do-
main. However, this behavior is not always observed in the AFC
case due to the closed-loop nature of the system. In a feedback
scenario, if the system is effectively subject to or close to in-
stability, the high power of the loudspeaker signal leads to a
faster identi cation of the unknown feedback path and hence
increases the convergence speed [12].

Finally, as pointed out by Buchneet al. [52], [53],
PBFDAF algorithms relying on diagonal approximations re-
quire a stronger regularization than non-partitioned algorithms.
For this purpose, in our implementation we introduce an addi-
tional thresholding operation in the calculationBf («), since
the subtraction in (68c) may give rise to negative values in some
frequency bins with low signal-to-noise ratio (SNR).

VI. COMPUTATIONAL COMPLEXITY AND MEMORY
REQUIREMENTS

In this section, we provide a complexity analysis of the
proposed PEM-PBFDKF algorithm, in comparison with the
PEM-PBFDAF [22], the FDAF [32], as well as the time-domain
algorithms NLMS and PEM-AFROW [17], counting the num-
ber of per-output-sample real multiplications [32]. The follow-
ing assumptions are made: a real multiplication and a real divi-
sion have equal complexity; each length+FT/IFFT operation
has a complexity oD = M log, (M) multiplications [32]; the
Levinsion-Durbin algorithm on a length# signal vector has a
complexity ofn? + (5 4+ M)n,; + M multiplications. Table II
lists the per-output-sample computational complexity. The nor-
malization by R in the frequency-domain algorithms is only
included to simplify the comparison; in reality, the system im-
plementing the algorithms has a time equivalenfiztsamples
to carry out a whole algorithm iteration.

The complexity of the different algorithms as a function of
the pre Iter ordern; is shown at the top of Fig. 3. The results
are obtained usingp = L=V =R = M/2=80/P,P =1
for the two non-partitioned algorithms (PEM-FDAF and PEM-
FDKF), P = {2,4} for the two partitioned algorithms (PEM-
PBFDAF and PEM-PBFDKF), and xing the overlapping factor
to v = 1. A subscript is used to indicate the number of parti-
tions and overlapping factor, respectively, when> 1, e. g.
PEM-PBFDAF, refers to the case witR = 2 andy = 1.1 For
the PEM-AFROW,M and R are the window size and the hop
size used to estimate the source signal model. The grayed part
of the plots corresponds to valueswf between 10 and 20,
being common order values when using an AR source signal
model for speech signals [22], [23], [40]. The valug = 15 is
highlighted in the plot since it is used in the simulations pre-
sented in the following section. Using these values, the number

IFor the sake of simplicity, the PB entries in Table Il include also the non-
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TABLE Il
PER-OUTPUT-SAMPLE COMPUTATIONAL COMPLEXITY AND MEMORY REQUIREMENTS OF THECOMPARED ALGORITHMS

Algorithm Computational complexity # Memory requirements #
NLMS 3R+2 322 4R+7T 328
PEM-AFROW n%+(M+3R+3)n +R(1+R)M+2R(2R+3) 568 SHiny 15 430

FDAF ADLASM 99 20M +R+4 3284
PEM-PBFDAF (L8 Danyt QMR+ QATPIMAR 5081 307 | 457 sar ke, +2(P— 1)L s19P0 4 4579 | 3899 | 3559
PEM-PBFDKF (P80 any t QMR Tyny 4 (51 25P)MAR 981 345|527 100143k +n, +2(P—1 )L+31P M +5 6820 | 5980 | 5560

A numerical value is given in both casesfop = L =V = R = M/2=80/P,n; = 15,andP = {1,2,4}.

-0 :éﬂh:ispmp‘ - :Eﬁ:BFFRSXF ‘ We conclude thg section presenting a_worst—case_estima?e of
L 800 | PBFDA. PEMLPBFDKEas { the memory reqU|rements for the qon&dgred qlgorlthms (i.e.,
g PEM-FDAF PEM-FDKF — requiring the allocation of each variable, including temporary
§ 600 [redwe FDAF g v 4--=== =" o ones), which is also given in Table Il in terms of oating-point
= FoT pans ! values to be allocated. Usingr = L=V =R=M/2=
E 400 | p 80/P andn; = 15, the exact number of oating-point values
= ' ______ - - S ool o ° to be allocated is also given. This shows that the requirements
& 2004 | of frequency-domain algorithms are more than ten-fold those of
0 1 1 i 1 time-domain algorithms and, as expected for the PB algorithms,
0 5 10 15 20 25 30 the memory requirements decreaselasicreases. Compared
Prefilter order n; to the PEM-PBFDAF, the PEM-PBFDKF requires roughly 50%
— 7y T more memaory.
800 |- s 4 s
':;; 600 | ¥ 1 VII. SIMULATIONS
) ’,,"i ' In this section we provide simulation results in order to as-
5 400 & s [ o = sess the performance of the proposed algorithms. The algo-
g i v ,l/’ rithms (proposed and baseline) are compared in terms of three
g 00 - = ] measures, assessing the estimation error, the achievable ampli-
. i - J I I cation, and the sound quality.
16 32 6480 128 256 512 The rst measure is the misadjustment (Mis), de ned as the
Hop size R dB level of the normalized distance between the true and esti-

mated feedback path:
Fig. 3. Per-output-sample computational complexity of the existing and pro-
posed algorithms as a function of the pre Iter order and the hop sizé (top . I£: ()]l
and bottom, respectively). Mis(x) = 20log; (69)

(£ ()

of real multiplications for the different algorithms is also indiwheref. () = fi (x) — f(«). Throughout the section, the vector

cated in Table II, showing that the FDAF is the cheapest, whif@ntaining the true feedback path coef cients will be referred

the PEM-AFROW is the most computationally expensive (evéf s acoustic impulse response (AIR).

more expensive than the PB algorithms with four partitions). The second measure is based on the so-called maximum stable

For the PEM-AFROW, a window length aff = 160 (10 ms at 9ain (MSG), i.e., the maximum gain achievable at a given time

16 kHz) might be too short as common values are in the ordéfthout compromising the system stability; if the forward path

of 40-60 ms [17], but it was kept to simplify the comparison; b§7(¢; <) is spectrally at, the MSG is given as:

using longer windows, the complexity of the algorithm would

be even higher. MSG(k) = —20log [maX Fr(f‘&,l)@ (70)
The complexity of the different algorithms as a function of leP(s)

the hop sizeR is shown at the bottom of Fig. 3. In this casewhereP (k) is the set of frequencies satisfying the phase con-

ny = 15 and the other parameters: = L =V = R = M /2 dition of the Nyquist stability criterion [1], and} (k, () is the

vary with R. The grayed part of the plots corresponds tith element off, (x) = G}? , s Frf. (k). The MSG is then nor-

values of R yielding tolerable latency values in a HA scemalized according to the maximum stable gain of the system

nario [54]. As expected, one can see how the complexity when no feedback canceller is included, i%xsc (),

time-domain algorithms increases far quicker than the com-

plexity of the frequency-domain algorithms, even within the Ksa (k) = —201og, [max |F(,€7g)|} (71)

grayed part. 1€P(x)
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