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High-Precision Parallel Graphic Equalizer
Jussi Rämö, Vesa Välimäki, Senior Member, IEEE, and Balázs Bank, Member, IEEE

Abstract—This paper proposes a high-precision graphic equal-
izer based on second-order parallel filters. Previous graphic
equalizers suffer from interaction between adjacent band filters,
especially at high gain values, which can lead to substantial errors
in the magnitude response. The fixed-pole design of the proposed
parallel graphic equalizer avoids this problem, since the parallel
second-order filters are optimized jointly. When the number of
pole frequencies is twice the number of command points of the
graphic equalizer, the proposed non-iterative design matches
the target curve with high precision. In the three example cases
presented in this paper, the proposed parallel equalizer clearly
outperforms other non-iterative graphic equalizer designs, and its
maximum global error is as low as 0.00–0.75 dB when compared to
the target curve. While the proposed design has superior accuracy,
the number of operations in the filter structure is increased only
by 23% when compared to the second-order Regalia–Mitra struc-
ture. The parallel structure also enables the utilization of parallel
computing hardware, which can nowadays easily outperform the
traditional serial processing. The proposed graphic equalizer can
be widely used in audio signal processing applications.

Index Terms—Acoustic signal processing, audio systems, digital
signal processing, equalizers, infinite impulse response (IIR) filters.

I. INTRODUCTION

E QUALIZERS are a common part of modern audio
systems. They were originally used to flatten, i.e., to

equalize, telephone and audio systems. With telephones using
fixed equalizers to enhance the intelligibility of the speech
signal was adequate, but the need for an adjustable equalizer
emerged in the 1930s when a recorded soundtrack was included
in motion pictures [1].
Nowadays the goal of equalizing is not necessarily to flatten

out the response of an audio system but rather to correct or
enhance the performance of the system [2]. This includes,
e.g., the correction of a loudspeaker response [3]–[5] and the
loudspeaker-room interaction [6]–[10], equalization of active
as well as passive headphones to assure natural music listening
[11]–[14] and hear-through [15]–[17] experiences when using
headphones, and enhancement of recorded music [18], [19].
A basic common equalizer is called a tone control. Tone con-

trols can be found in many commercial audio products, and, at
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its simplest, it allows the user to adjust the level of bass and
treble with two shelving filters [20]. When more than two filters
are combined in a tone control system, which is common, e.g.,
in musical instrument amplifiers [21], [22], the user’s possibil-
ities to modify the sound are increased.
There are two main types of equalizers. When the user can

control the gain, center frequency, and bandwidth of the equal-
izer filters separately, the equalizer is called a parametric equal-
izer [23]–[27]. A parametric equalizer is flexible and the user
has good control of it, but it is quite cumbersome to use requiring
an expert user, such as an audio engineer or a music producer,
and it usually has a limited number of filters that the user can
adjust.
A graphic equalizer, on the other hand, is much simpler to use

than a parametric equalizer, since the only user-controllable pa-
rameters are the gains. The center frequencies and bandwidths
of the equalizer filters, or band filters, are fixed, and the com-
mand gains are usually adjusted using sliders [28]–[30]. The
sliders then plot the approximate magnitude frequency response
of the equalizer, hence the name ‘graphic equalizer’. Typically,
a graphic equalizer has more bands, i.e., equalizer filters, than a
parametric equalizer. Although the flexibility of a graphic equal-
izer is not as good as that of a parametric equalizer, it is often a
preferred choice in sound enhancement.
A graphic equalizer can be implemented using a cascade [23],

[29], [31] or a parallel [28], [30], [32] filter structure. In a cas-
cade implementation, each band filter adjusts its magnitude re-
sponse around its center frequency according to the command
gain, but the magnitude response of the band filter remains close
to unity, i.e., 0 dB, elsewhere. In a parallel implementation, each
band filter produces a resonance at its center frequency and has
a low gain at other center frequencies. Both types of equalizers
suffer from interaction between adjacent band filters, which can
cause substantial errors in the magnitude response [31]–[33].
This paper presents a novel idea to utilize an optimized

parallel filter as a graphic equalizer. The fixed-pole design
of second-order parallel filters was first presented in [34] as
a means of providing efficient filtering with logarithmic fre-
quency resolution, which is often required in audio applications
[35], [36]. The use of parallel filters in our context is motivated
by the fact that it provides better efficiency compared to alter-
native methods, including warped [37] and Kautz filters [38],
as demonstrated in [39], [40].
An additional benefit of the parallel structure is the possi-

bility to implement the equalization filters using a graphic pro-
cessing unit (GPU) instead of a central processing unit (CPU)
[41]. GPUs have a large number of parallel computing cores,
and they have been recently used to perform audio signal pro-
cessing as well, since they can outperform a CPU in many par-
allelizable tasks [42].
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Fig. 1. Structure of (a) the parallel filter and (b) the block diagram of the
second-order filter .

This paper is organized as follows. Section II describes the
parallel filter design, Section III introduces the proposed par-
allel graphic equalizer, Section IV evaluates the performance of
the parallel graphic equalizer as well as compares it to previous
graphic equalizer designs, and Section V concludes this paper.

II. PARALLEL FILTER WITH FIXED POLES

The fixed-pole design of second-order parallel filters utilized
in the proposed graphic equalizer was first introduced by Bank
in 2007 [34]. The filter structure is depicted in Fig. 1, where (a)
shows the parallel composition of the filter and (b) shows the
block diagram of the second-order section. While the gen-
eral form of the parallel filter includes an optional parallel FIR
path [39], it is omitted here (see Fig. 1a), since it is not utilized
in this paper. Therefore, the transfer function of the reduced par-
allel filter becomes

(1)

where is the number of second-order sections and is the
gain for the parallel direct path.
Traditionally, parallel second-order filters are obtained from a

high-order transfer function via partial fraction expansion. This
requires first designing a high-order IIR filter followed by a con-
version step. Note, however, that the high pole density at low
frequencies which is required for logarithmic frequency reso-
lution cannot be achieved with direct-form IIR filters even at
double precision floating point arithmetic. As a result, the above
two-step design is unfeasible in our case. This is overcome by
the fixed-pole design of parallel filters, where the filter is de-
signed in its final implementation form, and no conversion takes
place.
The basic ideas of the fixed-pole parallel filter design are

that the poles of the filter are constant and they form mutually
linearly independent transfer functions. Then the filter design
problem becomes linear in its free parameters [38]. The motiva-
tion for fixing the poles is to pre-define the frequency resolution
of the filter design.
The parallel structure shown in Fig 1(a) can also be effi-

ciently implemented by using a GPU, since all the processing
blocks have the same input which are then individually pro-
cessed. However, the feedback loop of the IIR filter limits the
total parallelization of the structure. Nevertheless, each second-
order filter can be run simultaneously in a separate core of the
GPU [41].

A. Pole Positioning

The first step of the filter design is determining the pole posi-
tions. As shown in [43], the frequency resolution of the design is
directly proportional to the pole frequency differences. For ex-
ample, setting the pole frequencies evenly on a logarithmic scale
produces logarithmic (fractional octave) resolution. While the
exact values of the pole frequencies are not critical (only their
distance matters), it is a straightforward choice to set the poles
based on the center frequencies of the equalizer (see Sec. III-B).
Interestingly, the choice of pole radii does not noticeably alter

the final filter response as long as there is sufficient overlap be-
tween the responses. A reasonable choice is to set the pole radii

such that the transfer functions of the parallel sections cross
approximately at their dB point [43], achieved by the fol-
lowing formulas:

(2a)

(2b)

where are the pole frequencies in radians given by the prede-
termined analog frequency series and the sampling frequency
. The bandwidth of the second-order section is com-

puted from the neighboring pole frequencies:

(3)

The denominator coefficients of the transfer function and
are derived from the poles as follows:

(4a)

(4b)

where is the complex conjugate of .

B. Design of the Numerator Part

Once the denominator coefficients are determined from the
poles, the problem becomes linear in its free numerator param-
eters , , and , which are seen in Fig. 1.
Writing (1) in matrix form for a finite set of angular frequen-

cies ( ) yields

(5)

where , is a column vector
comprising the free parameters. The columns of the modeling
matrix contain the frequency responses of the second-order
denominators and their de-
layed versions for the
angular frequencies . The last column of belongs to the
direct path gain , and thus all of its elements are 1. Finally,

is a column vector containing the re-
sulting frequency response.
Now the task is to find the optimal parameters such

that is closest to the target frequency response
. If the error is evaluated in the
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mean squares sense, the minimum is found by the well known
least-squares (LS) solution

(6a)

(6b)

where is the Moore-Penrose pseudo-inverse and is the
conjugate transpose of . Note that this method is very sim-
ilar to the LS FIR filter except that the modeling matrix M now
contains the frequency responses of the second-order denomi-
nators instead of, for example, cosine terms, which are used in
linear-phase FIR filter design [44]. When the frequency resolu-
tion—the set of poles and the modeling matrix —is fixed,
which is the case for a graphic equalizer, the pseudo-inverse

can be precomputed and stored. As a result, the parameter
estimation reduces to the matrix multiplication in (6a), reducing
design time [43].
Note that (6) assumes a filter specification given for

the full frequency range and thus allows designing
filters with complex coefficients. However, in our case, we are
interested in filters with a real impulse response, that is, having a
conjugate-symmetric frequency response, which allows the re-
duction of computational complexity in (6). In this case, a real
modeling matrix is formed by placing the real and imagi-
nary parts of the complex matrix in tandem for frequencies

, as also for the real target vector :

(7a)

(7b)

The optimal set of numerator parameters is thus obtained from

(8a)

(8b)

which now only involves real multiplications.

C. Frequency-Dependent Weighting

The frequency points can also be assigned different weights
during LS error minimization [36], [44], in which case the error
is

(9)

where is a non-negative weight for frequency . The
computationally most efficient implementation of weighting in
parameter estimation is to multiply all the elements of the mod-
eling matrix and target vector , which correspond to fre-
quency , by before computing (8). Note that if the
weights depend on the target response , the pseudo-in-
verse cannot be precomputed, but it must be evaluated
when the target response is changed.

III. PARALLEL GRAPHIC EQUALIZER

This section demonstrates the effectiveness of the parallel
filters from Sec. II for designing a highly accurate graphic
equalizer.

A. Target Computation

The graphic equalizer design starts with computing a target
frequency response based on the command gains of the
graphic equalizer at frequencies for ,
where is the number of command points. To this end, themag-
nitude response is first computed using a suitable interpolation
from the command points so that a smooth curve is produced
between the command points with no overshoots. Hermite and
spline interpolation are two potential methods for obtaining a
smooth target magnitude response [45]. They both produce an
interpolating function, which not only matches the given data
points but also some of the derivatives of the data.
The cubic Hermite and spline interpolation methods fit the in-

terpolating function to the data and its slope at the known points.
In our examples, the target magnitude response was computed
on a logarithmic frequency grid ( frequency points) on a
decibel scale by using the piecewise Hermite cubic interpola-
tion readily available in MATLAB (the function). The

function is preferred over in MATLAB, because
can produce significant overshoots between command

points when the input data are non-smooth.
Next, a suitable phase response has to be generated, since a

complex target is required by the LS design of Sec. II-B.
Minimum phase is a natural choice, since analog graphic equal-
izers also have minimum phase [46]. In addition, the energy of
a minimum-phase system is concentrated near the beginning of
the impulse response [47], which makes it easy to model with
parallel filters, since the impulse response of parallel filters is
a linear combination of decaying sinusoidal functions. Notice
that, for example, a linear-phase response would be particularly
difficult to model with parallel filters.
Therefore, a phase response is computed corresponding to a

minimum-phase transfer function. For this, the magnitude re-
sponse is first resampled to a linear frequency scale ( fre-
quency points) and its logarithm is computed. Next, the Hilbert
transform of the log magnitude is computed with the help of an
FFT and IFFT operation, and this gives the phase response [48].
Finally, the linear-frequency-scale phase data is sampled at the
original logarithmic frequency points.

B. Parallel Graphic Equalizer Design

The first step of the filter design is setting up the pole fre-
quencies. A straightforward choice for the pole frequencies is
setting them equal to the center frequencies of the command
points. However, doing so results in a large approximation error
if the command points alternate between dB and dB,
because this would require a higher Q value than is possible
with such a small number of poles. This can be seen in Fig. 2(a)
around 500 Hz for a third-octave equalizer example. The max-
imummagnitude of the error in Fig. 2(a) is more than 15 dB near
1 kHz. Fig. 2(a) also shows that with more reasonable equalizer
settings, such as those used below 400 Hz, even this low number
of poles provides an acceptable performance.
The biggest problems in Fig. 2(a) are in those regions where

the command gains are at the lowest level. This is because in
normal LS design the error is minimized in the linear scale,
and the same linear error means a larger error in dB when-
ever the target is smaller. This problem can be overcome by
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Fig. 2. Parallel equalizer design examples using same number of pole frequencies as center frequencies (a) without and (b) with frequency-dependent weighting,
and using double number of pole frequencies (c) without and (d) with frequency-dependent weighting. The parameters for cases (a) and (b) are , ,

, and the total filter order of 62; and for cases (c) and (d) , , , and the total filter order is 124. The command points are displayed
by circles, and the interpolated target response is shown by a gray line. The sample rate is 44.1 kHz.

TABLE I
CENTER FREQUENCIES ( ) AND BANDWIDTHS ( ) FOR THE SECOND-ORDER REGALIA-MITRA FILTERS IN HERTZ

applying an appropriate weighting ,
scaling the target and filter responses in the error function (9)
by so that they will be all in the same range (ac-
tually, around unity in magnitude). Note that the square is re-
quired in the weighting function since is not squared in
(9). Fig. 2(b) shows that weighting improves the performance
significantly, and the error is more evenly distributed on the dB
scale. However, the sharp peak around 600 Hz is still poorly
modeled.
The accuracy can be improved by increasing the number of

poles and thus the corresponding Q values. We have found that
having twice the number of pole frequencies as the number of
band frequencies (i.e., ) is a sufficient compromise be-
tween accuracy and efficiency for a 12-dB graphic equalizer
even with the hardest command settings, since the maximum
error remains smaller than 1 dB. In this case the pole frequen-
cies are simply chosen as the band center frequencies, and the
additional pole frequencies are inserted at 10 Hz and at each
band edge. Thus, the pole frequencies used in Figs. 2(c)
and 2(d) are , and

. The values of and are shown in Tables I and
II, respectively.

The magnitude response shown in Fig. 2(c) is for the
equalizer without weighting (maximum error 3.1 dB) and in
Fig. 2(d) with weighting (maximum
error 0.66 dB). While the frequency weighting leads to a better
frequency response, the advantage of the non-weighted design
is that, in this case, the pseudo-inverse can be precom-
puted, as discussed in Sec. II-B. The choice between these two
options must depend on the application, namely, on how often
the command points are changed by the user.
Note that the design complexity is linearly proportional to

the number of target frequency points, i.e., the length of in
(8a). Generally, the number of frequency points must be larger
than the filter order, because otherwise the response may os-
cillate between them [44]. Again, more frequency points result
in better accuracy. In our experience, sampling the target fre-
quency response at twice the number of points as the pole fre-
quency number is a reasonable compromise, since increasing
this number further does not significantly improve accuracy.
Therefore, this choice has been used in all the examples of
the paper. Thus, in the third-octave equalizer, the number of
pole frequencies and target frequency points are 62 and 124,
respectively.
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Fig. 3. Block diagram of a second-order Regalia-Mitra equalizer filter.

IV. EVALUATION

This section evaluates the performance of the third-octave
parallel graphic equalizer (PGE) and compares it against a
commercial analog graphic equalizer as well as two previously
known digital graphic equalizer designs, a second-order Re-
galia-Mitra (RM) [23] filter and a higher-order filter design
introduced by Holters and Zölzer [29]. The second-order
RM-based graphic equalizer was chosen because the RM filters
have been traditionally used in equalization [49]–[52]. Further-
more, the high-order graphic equalizer has been selected for
our comparison, since it is a recent design which enables the
implementation of a more precise graphic equalizer than that
based on second-order sections [29], [53]. Both of the filters
can be used in non-iterative graphic equalizer designs. All
digital filters used in this comparison run at the sample rate of
44.1 kHz.
The analog graphic equalizer used in this comparison is a

commercial 31-band stereo graphic equalizer whose band filters
are active minimum-phase RC networks. The performance was
evaluated by measuring the impulse response of the equalizer
using the sine-sweep technique [54].

A. Digital Second-Order Equalizer

A digital second-order equalizer, which is implemented using
tunable RM equalization filters [23] with symmetric notch cor-
rection [55], is presented in this section. It provides adjustable
gain to a given band while it leaves the rest of the spectrum un-
touched. Fig. 3 shows the block diagram of the RM equalization
filter. The transfer function of the filter is [23]

(10)

where is the gain of the filter and is an allpass
filter with the transfer function

(11)

The frequency parameter for a peak ( ) and notch
( ) filter is specified as [23], [55]

(12)

where is the normalized filter bandwidth. The parameter in
(11) is set as

(13)

where is the normalized center frequency [23]. The nor-
malized center frequencies and bandwidths are calculated as
follows:

(14a)

(14b)

where , the center frequency; , the bandwidth of the filter;
and , the sampling rate, are all in hertz.
When the user of the graphic RM equalizer sets the gain

to less than one, the parameter for that band must be recalcu-
lated using (12). However, when the gain remains at a value of
one or higher, only the gain parameter is updated.

B. Digital High-Order Equalizer

The digital high-order graphic equalizer is based on the filter
structure presented by Orfanidis [56] and the high-order graphic
equalizer design introduced by Holters and Zölzer [29]. The
high-order graphic equalizer consists of fourth-order sections
that can be cascaded in order to create high-order minimum-
phase filters for each band. The high-order filters can create ex-
ceptionally steep transition bands, thus making the adjacent fil-
ters almost independent of each other. We have previously used
the high-order filters to implement a Bark-band graphic equal-
izer that provides an accurate control of each individual Bark
band [13], [53].
Fig. 4 shows the block diagram of the fourth-order sec-

tion of the high-order graphic equalizer, where

(15)

(16)

(17)

is the filter order, and is the desired gain. Furthermore,

(18)

where is the normalized filter bandwidth and

(19)

is a second-order allpass filter having the transfer function

(20)

where is the optimized and normalized center frequency

(21)

and and are the normalized lower and upper cut-off fre-
quency of the filter, respectively. The normalized cut-off fre-
quencies are obtained as follows:

(22a)

(22b)
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TABLE II
LOWER ( ) AND UPPER ( ) CUTOFF FREQUENCIES FOR THE FOURTH-ORDER FILTERS IN HERTZ

Fig. 4. Block diagram of fourth-order section of the EQ4 graphic equal-
izer [29], [53].

When the gain of the high-order graphic equalizer is altered in
some band, parameters , , and must be recalculated
for each fourth-order section used in that band using (17), (18),
and (19), respectively.

C. Equalizer Parameters

Digital Second-Order RM Equalizer: The used third-octave
center frequencies and bandwidths of the RM filters in
hertz are shown in Table I. The used bandwidths are half of
the typical third-octave filter bandwidths. The bandwidth of the
filters was manually chosen such that the results are the best
compromise in all example cases. Increasing the bandwidths
increases the interaction between the adjacent filters, which re-
sults in larger errors at the center frequencies, and decreasing
the bandwidths decreases the interaction between the filters,
which may decrease the maximum errors at the center frequen-
cies but increases the global error. The center frequencies and
bandwidths of the RM equalizer were normalized using (14a)
and (14b).
Digital fourth-order EQ4 Equalizer: Table II shows the

lower and upper cut-off frequencies of the fourth-order filters in
hertz. The lower and upper cut-off frequencies were normalized
using (22a) and (22b) whereas the optimized and normalized
center frequencies were calculated using (21). In this compar-
ison we use only one fourth-order section per band (see Fig. 4)
so that the total filter order compared to the proposed parallel
implementation is approximately the same.

D. Accuracy

Figs. 5–7 show the magnitude responses of the four graphic
equalizers that are compared. Every figure has four subfigures,

where (a) is the analog equalizer, (b) is the second-order RM,
(c) is the fourth-order EQ4, and (d) is the proposed PGE.
Furthermore, the thick gray line is the target curve, and it is
the same in the four subfigures within every figure. The circles
indicate the commands, i.e., the slider positions of the
graphic equalizer, and the black line is the magnitude response
of the equalizer being evaluated. Furthermore, the number of
the commands is 31 in all cases (a)–(d). Thus, the filter
order of the RM equalizer (b) is 62, because it consists of
31 second-order filters. For the EQ4 (c), the filter order is
124, since it consists of 31 fourth-order sections. For the PGE
(d), the order of the denominator is 124, but the order of the
numerator is 62.
Fig. 5 shows an extreme example where all of the commands

are set to dB, which is also the maximum gain of the analog
equalizer. This example reveals the weakness of the analog and
digital low-order graphic equalizers in Figs. 5(a) and 5(b), re-
spectively. Since the individual sub-band filters are reasonably
wide, the errors are rather drastic when they are summed up.
However, when the order of the filters is increased, as in the
case of Fig. 5(c), the errors due to the interaction of the fil-
ters are decreased. As can be seen, the fourth-order equalizer in
Fig. 5(c) still has a slight overshoot (less than 2 dB) around the
filter center frequencies, whereas the proposed parallel equal-
izer in Fig. 5(d) easily achieves the target curve with zero errors
with the help of the parallel direct path gain (see Sec. II). Al-
though this kind of command setting is not typical for graphic
equalizers, it demonstrates the flexibility of the proposed par-
allel graphic equalizer.
Fig. 6 shows an example where the commands are in a zigzag

formation, with the gains alternating between dB. As can
be seen in Figs. 6(a) and 6(b), the filter responses do not reach
the set command points due to the low filter order, whereas the
fourth-order equalizer in Fig. 6(c) almost reaches target values
(the error is about 2 dB). The response of the proposed parallel
implementation presented in Fig. 6(d), however, has no problem
reaching all of the command points with good accuracy, as the
maximum error is 0.75 dB.
Fig. 7 shows an example where every third command is set

to 12 dB and the rest remain at 0 dB. This example demon-
strates the overlapping of the neighboring equalizer filters. As
can be seen in Figs. 7(a) and 7(b), the low-order band filters are
so wide that even when only every third band filter is in use, they
interact and raise the response between the peaks by approxi-
mately 4–6 dB. Again, when the order of the filters is increased,
as for Fig 7(c), the interaction between adjacent filters becomes
smaller and the overall response is more accurate. Yet again, the
response of the parallel implementation shown in Fig. 7(d) has
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Fig. 5. Magnitude response of different graphic equalizers when the commands are all up ( dB). (a) is the response of the analog equalizer, (b) is the response
of the second-order RM equalizer, (c) is that of the fourth-order EQ4, and (d) is that of the proposed parallel equalizer PGE. The thick gray line is the target curve,
and the circles indicate the command positions.

Fig. 6. Magnitude response with zigzag command settings ( dB) for (a) the analog equalizer, (b) the RM equalizer, (c) the EQ4 equalizer, and (d) the proposed
PGE.

the most accurate response when compared to the target curve,
with a maximum error of 0.32 dB.
Table III shows the maximum errors of the equalizer re-

sponses in Figs. 5–7 compared to the target curve in the audible
range of 20 Hz to 20 kHz. As can be seen, the performance of
the proposed PGE is clearly the best in terms of maximum error.
Furthermore, the numbers in parentheses show the maximum
errors of the PGE without frequency-dependent weighting. As
can be seen inTable III, the errorswithout theweighting are com-

parable to those obtained with weighting when the gains are set
to have positive values, as in thefirst and last case (see Figs. 5 and
7). However, when negative gains are applied, as in the zigzag
case (see Fig. 6), the maximum error in dB in the PGE with no
frequency-dependent weighting increases substantially. This is
related to the fact that all negative gains in dB are mapped to the
linear range from 0 to 1 in the LS design (see also Sec. III-B).
We also experimented with a technique similar to that pro-

posed by Lane et al. [33], where the RM equalizer command
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Fig. 7. Magnitude response of (a) the analog, (b) the RM, (c) the EQ4, and (d) the proposed graphic equalizer, when every third command is up ( dB) and
the others are at zero.

TABLE III
MAXIMUM ERRORS OF THE THIRD-OCTAVE BAND EXAMPLES IN
DECIBELS. THE BEST RESULT IN EACH CASE IS HIGHLIGHTED. THE
NUMBERS IN PARENTHESES IN THE PGE COLUMN CORRESPOND TO

THE RESULTS WITHOUT FREQUENCY-DEPENDENT WEIGHTING

gains are adjusted to compensate for the interaction occurring
between the adjacent band filters in order to get more accu-
rate results. This type of a technique can generally improve
the result, but the EQ4 and PGE still overcome the improved
second-order design in the selected example cases presented in
Figs. 5–7.
Moreover, it is of interest to compare the temporal behavior

of the equalizers. Fig. 8 shows the impulse responses of the
four graphic equalizers when the commands are set to a zigzag
formation, as in Fig. 6. As can be seen in Fig. 8, all of the impulse
responses have highly similar minimum-phase characteristics,
as they release most of their energy in the beginning.

E. Computational Complexity

Furthermore, the number of operations required—the addi-
tions and multiplications—during the filtering of each output
sample of the three digital graphic equalizers are shown in
Table IV. As can be seen, the second-order RM equalizer (see
Fig. 3) has the smallest number of operations, as expected. The
fourth-order EQ4 needs more than twice as many operations
as the RM equalizer, because of its special structure, as shown
in Fig. 4. Finally, the proposed PGE needs only 23% more
operations than the RM equalizer although it contains twice as
many sections. The PGE is computationally efficient, because

Fig. 8. Impulse responses of (a) the analog equalizer, (b) the RM equalizer,
(c) the EQ4 equalizer, and (d) the proposed parallel equalizer PGE. The impulse
responses correspond to Fig. 6, where the equalizer commands are set to the
zigzag formation.

it consists of sections which have a second-order all-pole part
and a first-order numerator part, as seen in Fig. 1(b).
One additional aspect of the graphic equalizer design is the

amount of calculation necessary when the user changes a com-
mand gain of the equalizer. When a single command gain is
changed, the required calculations for the different equalizers
are as follows:
RM: for a positive value of the gain on a decibel scale, only

the coefficient has to be updated. However, when the gain
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TABLE IV
NUMBER OF OPERATIONS PER OUTPUT SAMPLE FOR THE DIFFERENT

TYPES OF THIRD-OCTAVE EQUALIZERS

TABLE V
AVERAGE COMMAND GAIN UPDATE TIMES IN MATLAB

is changed to be negative, also (12), that includes additions, di-
visions, and tangent functions, has to be recalculated. The up-
dates are done only within one band filter.
EQ4: Regardless of the value of the gain, (17), (18), and

(19) have to be recalculated, which contain root and tangent
functions, divisions, and additions. The updates are done only
within the filter whose gain is altered. If the order of the filter
is more than four, the recalculation has to be made for each
fourth-order section used in that band.
PGE: The proposed PGE has heavier gain update process,

since the whole set of numerators of the parallel filters are re-
computed. When a gain value is changed, the target minimum-
phase specification must be recalculated. When the fre-
quency-dependent weighting is in use, the matrix pseudo-in-
verse is also recalculated using (8b). However, if the fre-
quency-dependent weighting is not used, can be precom-
puted, and thus the gain update requires only the recalculation
of and multiplications using (8a).
The gain update calculation for the PGE is heavier than that

of the previous equalizers. However, it must be noted that the
calculations have to be done only when the user alters a com-
mand gain. Table V show the average time that is needed for
the gain update. The shown update times were calculated using
MATLAB as an average of one hundred updates, when all com-
mand gains were changed to random values. As can be seen in
Table V, the RM equalizer has the fastest update time (about
0.02 ms), as expected. The EQ4 has the second fastest update
time (approximately 0.12 ms), while the PGE has the slowest
update time (about 30 ms).
However, equalizer presets, such as classical music, rock

music, and pop music settings, which are nowadays found in
many consumer devices, can be easily precomputed and stored
in memory. Preset settings for the PGE require only a small
amount of memory, since only the numerator and have to
be stored. The denominator coefficients are the same for all
settings, and they are precomputed and stored in memory in
any case.

V. CONCLUSION

This paper introduced a novel high-precision graphic equal-
izer design, which consists of parallel second-order filters. The
accuracy of the proposed new parallel graphic equalizer outper-
forms other graphic equalizers with non-iterative design, which
are typically used in audio signal processing. Furthermore, the

parallel structure of the proposed design enables the efficient
use of multicore GPUs, which often have superior performance
when executing parallel algorithms.
We observed that twice the number of poles as the com-

mand gains of the graphic equalizer is a good compromise be-
tween accuracy and efficiency of the system, when the gains are
varied between dB. Furthermore, using frequency-depen-
dent weighting during the error minimization also improves the
accuracy of the parallel equalizer. However, when the weighting
is used, it complicates the error minimization calculation, since
the pseudo-inverse of the modeling matrix cannot be precom-
puted. Whether the frequency weighting should be included in
the design or not should be decided based on the application the
proposed parallel equalizer will be used for.
The results show that with weighting the parallel equalizer

operates highly accurately with the given design, maintaining
errors of less than 1 dB even during the hardest example cases.
Although the proposed filtering can be implemented with a 45%
smaller number of operations than a graphic equalizer based on
fourth-order filters, the achieved accuracy is better.
A MATLAB implementation of the design method with ex-

amples is available at http://www.acoustics.hut.fi/go/ieee-taslp-
pge.
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