Solve environmental economic dispatch of Smart MicroGrid containing distributed generation system – Using chaotic quantum genetic algorithm
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Abstract

With the decreasing of the fossil fuel energy resources and the increasing energy load demand Distributed Generation (DG) technologies have received more attention. Smart MicroGrid (SMG) systems integrate the power generation advantages from new and renewable energy power generation systems connected to the standard grid. SMG can enhance the comprehensively cascaded energy utilization and also provide an effective complementary network that improves power supply reliability and power quality. SMG has become one of the most up-to-date and important topics in the field of power systems all over the world. According to distributed generation SMG characteristics, such as Photo Voltaic (PV), Wind Power (WP), Water Turbine (WT), Fuel Cell (FC), gas turbine and micro-gas turbine, considering different fuel efficiency, operation and maintenance costs, the greenhouse gas emission levels of distributed generation with various types and capacity a novel SMG model environmental and economic dispatch is presented that considers generation cost and emission costs. This paper uses the quantum genetic algorithm to confirm the accuracy and validity of a mathematic model using actual examples compared with other optimization approaches used to solve the economic dispatch problem. The superiority and usability of the proposed approach is discussed.
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1. Introduction

Energy resources are the foundation of all livelihood and human development. We want to use regional rich clean and renewable energy sources fully to provide "the green electrical power" to our users. Energy conservation is the goal Distributed Generation produced the technology to obtain more values and the greater application from the energy generating system. The DG unit has the advantages low investment cost nimble electricity genera in a compatible environment obtaining widespread application in the distribution grid. It therefore energizes the generation distribution system using the “Smart MicroGrid” [1–4] with the main electrical grid incorporation. The main electrical grid mutual support this model displays the best system effectiveness.

Smart MicroGrid technology is the synthesis of new power electronic technology, distributional generation, renewable energy source and stored energy technology. SMG has these principal advantages; (1) The SMG provides effective DG unit integration inherited the merit of all DG units alone. (2) The SMG is an independence module that will not have an adverse effect on the main grid and would not revise the main grid revolution strategy. (3) The SMG may isolate and safeguard the power supply, enhancing the power supply reliability when the previous-level power distribution grid breaks down. The SMG environmental economic dispatch [5], satisfies the load under reasonable and effective output of each DG unit. SMG allows the entire MicroGrid’s generating cost, emissions cost and the total cost to achieve the minimum value.

In the past, many methods were deployed to solve the economic dispatch problem. For example: Dynamic Programming (DP) [6,7], with the advantage of discontinuous or non-monotonically increasing cost function and the disadvantage of computational memory requirement and exponentially increased computational time when the number of units increases. Because there are multiple local minimums at this point of time only suboptimal solutions can be found. On the other hand, many optimization methods have been developed in the Artificial Intelligence field. There are also some scholars who applied random optimization methods on the economic dispatch problem, such as Simulated Annealing (SA) [8–10], Genetic Algorithm (GA) [11–17], Evolutionary Programming (EP) [18,19], Evolutionary Strategy (ES) [20], Particle Swarm Optimization (PSO) [21–27], Ant Colony System (ACS) [28–30]. These methods are effective optimization techniques with the capability to find the global optimal solution. When looking for the optimal solution using the SA method, a probabilistic approach is used to accept the candidate solutions in order to avoid local optimal solution trap. However, the related parameters are not easy to set up and the computational time is long. It is not easy
to implement when applied to the large electrical power systems. The GA method has also been successfully used in solving the economic dispatch problem. However, its disadvantage is its long computational time and the lack of guarantee that a global optimal solution can always be found. The EP method has also been used successfully in solving the economic dispatch problem. However, when encountering larger systems, its long computational time is still its main drawback. The PSO and ACS methods similarly have major limitations in the numerical technique problem dimensions, large computational time and complexity in programming.

The Chaotic Quantum Genetic Algorithm (CQGA) [31–38] is adopted in this paper to borrow the Quantum computing concept (such as quantum bit and quantum superposition state). It uses quantum bits to encode the chromosomes. This algorithm uses the quantum probability vector encoding mechanism and adopts the genetic algorithm crossover update strategy to effectively improve the global search ability and escape the local optimal solution trap by using chaotic algorithms [39,40], so that it can achieve the real objective of the global optimal solutions.

2. The base structure of Smart MicroGrid [1–5]

The base structure of Smart MicroGrid is shown in Fig. 1. In the figure, include several elements of DG unit. These systems and elements provide power to the load in-together. The entire SMG relative to main grid or Smart Grid (SG) is a whole. To relative to the transformer substation of previous rank of SG through a breaker. The DG unit of SMG can include several form of sources, those are renewable (Photo Voltaic-PV, Wind Power-WP and Water Turbine-WT), non-renewable source (Fuel Cell-FC, Gas Turbine and Micro-Gas Turbine). Another, it can through union generation of heart and electricity, or the style of union generation of heart, cool and electricity to supply heart or cool to the users. It can raise the efficient of multi degree used of sources. In addition, if the main grid is out of work, or the quality of electricity cannot achieve the standard of system. In the condition the SMG can access independent operation under the style of isolated model to guarantee itself of SMG and the normal operation of main grid. Then, enhance the reliability and security of power supply. Therefore, isolated operation is the most important ability of SMG. Look from the main grid, the SMG is just as the load or generator in the electric grid, is a modular of the whole system. In addition look from the user situation, MG is an independent operation system it can satisfy the demands of the electric quality and reliability that is raised from the users.

3. A mathematical model of a Smart MicroGrid environmental protection and economic dispatch system

The Smart MicroGrid environmental protection and economic dispatch [5] system adjusts the existing DG unit output in the microgrid. It satisfies the power balance and the load demand by solving the minimum generating cost values and greenhouse emissions cost.

---

Note: PCC (Point of Common Coupling), SS (State Switch), LC (Local Controller).

---

Fig. 1. The base structure of Smart MicroGrid.
3.1. Objective function

\[
\text{Min } F(P_i) = \sum_{i=1}^{n} C_{g,i}(P_i) + \sum_{i=1}^{n} C_{e,i}(P_i)
\]

(1)

where \(F_i\) is the total operation cost (US $), \(n\) is the unit number of DG unit, \(C_{g,i}\) is generation cost of No. \(i\) unit of DG, \(C_{e,i}\) is emission cost of No. \(i\) unit of DG, \(P_i\) is generation power of No. \(i\) unit of DG.

3.1.1. Generation cost

The cost of DG unit power generation includes both fuel, operation and maintenance:

\[
C_{g,i}(P_i) = C_{f,i}(P_i) + C_{e,i}(P_i)
\]

(2)

where \(C_{g,i}(P_i)\) is generation cost of No. \(i\) unit of DG.

3.1.1.1. Fuel cost

\[
C_{f,i}(P_i) = K_{f,i} \times P_i
\]

(3)

where \(C_{f,i}(P_i)\) is fuel cost of No. \(i\) unit of DG (US $), \(K_{f,i}\) is fuel coefficient of No. \(i\) unit of DG (US $/kW h); \(P_i\) is the generation power of No. \(i\) unit of DG.

3.1.1.2. Operation and maintenance cost.

\[
C_{o,i}(P_i) = K_{o,i} \times P_i
\]

(4)

where \(C_{o,i}(P_i)\) is the operating and maintenance cost for No. \(i\) unit of DG (US $), \(K_{o,i}\) is the operating and maintenance coefficient for No. \(i\) unit of DG (US $/kW h); \(P_i\) is the generation power of No. \(i\) unit of DG.

3.1.2. Emissions cost

\[
C_{e,i}(P_i) = K_{e,i} \times M_e \times P_i
\]

(5)

where \(C_{e,i}(P_i)\) is the emissions cost of No. \(i\) unit of DG (US $), \(K_{e,i}\) is the emissions coefficient for No. \(i\) unit of DG (kg/kW h); \(M_e\) is the greenhouse gas emissions cost (US $/kg), \(P_i\) is the generation power of No. \(i\) unit of DG.

3.2. Equality limiting condition

At the same time of environmental and economic dispatch, it essentially satisfies condition of the power balance limit.

\[
P_D = \sum_{i=1}^{n} P_i
\]

(6)

where \(P_D\) is the total load demand.

3.3. Inequality limiting condition

To guarantee steady DG running each DG satisfies the capacity limiting condition. This means the DG power generation satisfies the upper or lower value limit for the output of each unit.

\[
P_{i}^{\text{min}} \leq P_i \leq P_{i}^{\text{max}}
\]

(7)

where \(P_{i}^{\text{min}}, P_{i}^{\text{max}}\) is respectively the upper or lower limit value of No. \(i\) unit of DG.

4. The chaotic quantum genetic algorithms apply to economic dispatch problems [31–38]

4.1. The chaotic quantum genetic algorithm concept

Quantum Evolutionary Algorithm [31] (QEA) developed from the basic quantum information science is an evolutionary algorithm based on the quantum computing concept. It incorporates concepts such as superposition state in quantum computing and adopts the unique coding format to achieve better experimental results on the combinatorial optimization problem. However, when dealing with Multi-modal function optimization using QEA, in particular, the high dimensional multi-modal function optimization problem, it is prone to fall into the local optimal and its computational efficiency is not high.

For the above-mentioned deficiencies of QEA, this research integrated the global optimization ability of genetic algorithms, local searching capability based quantum probability model, the sensitive dependence of chaotic algorithms to initial value, and the traverse of the search space to establish a new improved quantum evolution algorithm, that is “Chaotic Quantum Genetic Algorithm”.

4.2. The steps for the chaotic quantum genetic algorithm in economic dispatch

Step 1: Initialize population generated using chaotic algorithms.

4.2.1. Chaotic system [39]

Chaos is a ubiquitous, nonlinear phenomenon in nature. Its behavior is complex, and similar to the random, exists a delicate inner regularity. Chaotic system optimization in creating chaos variables generally uses the Logistic mapping, which

\[
x_{k+1} = \mu x_k (1 - x_k)
\]

(8)

where \(\mu\) is the chaotic attractor, when \(\mu = 4\), the system enters into a chaotic state, resulting in chaotic variables \(x_k (k = 1, 2, 3, \ldots)\), with value in the range of \((0, 1)\).

4.2.2. Qubit

In CQGA, the smallest information unit is qubit, a qubit state can be 0 or 1, and its state can be expressed as

\[
|\Psi\rangle = |0\rangle + |1\rangle
\]

(9)

where \(|z\rangle, |\beta\rangle\) represent two complex \(|z|^2 + |\beta|^2 = 1\) of the probability of corresponding states; \(|z|^2\) and \(|\beta|^2\) represent the probability of qubit in the state of 0 and 1, respectively.

4.2.3. Quantum chromosome

Frequently used coding methods in Evolutionary Algorithm (EA) are binary, decimal, and symbolic coding. In CQGA, a new coding method based on quantum bit is adopted, i.e. using a pair of complex numbers to define a quantum bit. A system with \(m\) quantum bits can be described as

\[
|x_1|, x_2, \ldots, x_m |
\]

(10)

\[
|\beta_1|, \beta_2, \ldots, \beta_m |
\]

where \(|z|^2 + |\beta|^2 = 1\) \((h = 1, 2, \ldots, m)\). This representation method can be used to express any linear superposition of states. For example: a three quantum bits system with the following probability amplitudes:

\[
\frac{1}{\sqrt{2}} \frac{1}{\sqrt{2}} \frac{1}{\sqrt{2}} \frac{1}{\sqrt{2}}
\]

(11)

The system state can be expressed as
\[
\begin{align*}
\sqrt{\frac{3}{4\sqrt{2}}} (0) + \frac{3}{4\sqrt{2}} (0) + \frac{1}{4\sqrt{2}} (010) + \sqrt{\frac{3}{4\sqrt{2}}} (011) \\
+ \sqrt{\frac{3}{4\sqrt{2}}} (100) + \frac{3}{4\sqrt{2}} (101) + \frac{1}{4\sqrt{2}} (110) + \sqrt{\frac{3}{4\sqrt{2}}} (111)
\end{align*}
\]

The above result shows \(|000\), \(|001\), \(|010\), \(|011\), \(|100\), \(|101\), \(|110\), \(|111\) that the probability of occurrence are \(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}\), respectively.

### 4.2.4. Chaotic quantum populations

Using the following \(m\) units of the Logistic mapping to generate \(m\) units of chaotic variables [39]:

\[
x_{o,1:h} = \mu_h \times x_{o:h} \times (1 - x_{o:h})
\]

where \(\mu_h = 4\), and \(h\) is the number of sequence of chaotic variables. If \(a = 0\), using a set different initial values to a given \(m\) units of chaotic variables and uses Eq. (13) to produce \(m\) units of chaotic variables (\(h = 1, 2, \ldots, m\)). Using the first solution qubit of the \(m\)-chaotic variable initialization populations, let \(a = 1, 2, \ldots, N - 1\), and based on the previous method to produce another \(N - 1\) solutions, and these \(N\) solutions will consist of the initial populations. Using the \(a\) solution of \(P_0\) as an example, the initialization results are:

\[
P_0 = \begin{bmatrix}
\alpha_{o,1} & \alpha_{o,2} & \ldots & \alpha_{o,m} \\
\beta_{o,1} & \beta_{o,2} & \ldots & \beta_{o,m}
\end{bmatrix}
\]

\[
x_{o:h} = \cos(2 \cdot x_{o:h} \cdot \pi); \beta_{o:h} = \sin(2 \cdot x_{o:h} \cdot \pi)
\]

**Step 2:** The encoding and individual measurements to the power output of generator in populations.

CQGA and EA are similar probability algorithm. Their algorithm flow is shown in Fig. 2. \(G(t) = \{q_1^{t}, q_2^{t}, \ldots, q_l^{t}\}\), \(g = 1, 2, \ldots, l\).

Where \(g\) is the size of population. In \(Q_i(t) = \{q_1^t, q_2^t, \ldots, q_n^t\}\), \(n\) is the number of generating units, \(t\) for the evolution of algebra, \(q_x^t\) for the binary code of the power generation of the \(o\)th generator, in which the chromosome is defined as

\[
\begin{bmatrix}
|x_1^{t}| & |x_2^{t}| & \ldots & |x_m^{t}|
\end{bmatrix}
\]

\[
\begin{bmatrix}
\beta_{1}^{t} & \beta_{2}^{t} & \ldots & \beta_{m}^{t}
\end{bmatrix}
\]

\(o = 1, 2, \ldots, n\) \((m \text{ for the length of quantum chromosome})\)

In the “initial population \(G(t)\)”, if \(x_a^t, \beta_b^t\) \((h = 1, 2, \ldots, m)\) and all \(q_x^t\) in \(Q_i(t)\) have been initialized, it means that all of the possible linear superposition states could emerge with the same probability.

In the step of “from \(G(t)\) produces \(S(t)\)”, by observing the state to generate a general solution set of \(S(t)\), in which in the \(t\) generation, \(S(t) = \{P_1^t, P_2^t, \ldots, P_{2^n}^t\}\) and \(P_i(t) = \{x_1, x_2, \ldots, x_n\}\), for each \(x_o^t\) \((o = 1, 2, \ldots, n)\) is the length of \(m\) of the string \((x_1, x_2, \ldots, x_m)\), it is obtained by the extent of qubit \(|x^t_1|\) or \(|\beta^t_1|^2\) \((h = 1, 2, \ldots, m)\), corresponding to the binary case is a random process to generate a \([0, 1]\) number. If it is larger than \(|x^t_1|^2, 1\) will be taken, otherwise \(0\).

**Step 3:** Perform individual measurement to each object in \(S(t)\).

Use a fitness evaluation function to evaluate each individual object in \(S(t)\) and keep the best object in the generation. If a satisfactory solution is obtained, stop the algorithm; otherwise, continue to the 4th step.

**Step 4:** Use a proper quantum rotation gate \(U(t)\) to update \(S(t)\).

The traditional genetic algorithm uses mating, and mutation, etc. operations to maintain the diversity of the population. Quantum genetic algorithm [33] applies logic gate to the probability amplitude of quantum state to maintain the diversity of the population. Therefore, the update method using a quantum gate is the key to the quantum genetic algorithm. In the traditional genetic algorithm, binary system, adaptation values, and probability amplitude comparison method are used for update using a quantum gate. This update method using quantum gate is suitable to find solutions for combinatorial optimization problems with known optimal solution in principle. However, for the actual optimization problems, in particular, those multi-variable continuous function optimization problems, their optimal solutions are not known beforehand in principle. Therefore, here, a quantum rotation gate of quantum logic gate is adopted for the new quantum genetic algorithm.

\[
U = \begin{bmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{bmatrix}
\]

where \(\theta\) is the quantum gate rotation angle. Its value is taken as

\[
\theta = \omega \cdot f(x_o, \beta_i)
\]

\[
\omega = \pi \cdot \exp \left( -\frac{t}{\text{iter}_{\text{max}}} \right)
\]

We define “\(\omega\)” as a variable related to the generation of the evolution so that it will adjust the size of the grid self-adaptively. Where \(t\) is the evolution generation, \(\pi\) is an angle, \(\text{iter}_{\text{max}}\) is a constant depending on the complexity of the optimization problem. The purpose of the function \(f(x_o, \beta_i)\) is to make the algorithm search along the optimal direction. The search strategies listed in Table 1 are adopted here. Its principle is to make the current search solution approach the optimal solution gradually and, thereby, determine

| \(d_1\) and \(d_2\) | \(d_1 > 0\) | \(d_2 > 0\) | \(|x^t_1| > |x^t_2|\) | \(|x^t_1| < |x^t_2|\) | \(1\) | \(+1\) | \(*1\)
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>True</td>
<td>True</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>True</td>
<td>False</td>
<td>+1</td>
<td>*1</td>
<td>-1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>False</td>
<td>True</td>
<td>-1</td>
<td>+1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>False</td>
<td>False</td>
<td>-1</td>
<td>*1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
the direction of the quantum rotation gate. In Table 1, $x_1$ and $\beta_1$ are the probability amplitude for the optimal solution found, $d_1 = x_1 \times \beta_1$, $z_1 = \tan^{-1}(\beta_1/x_1)$, $x_2$ and $\beta_2$ is the probability amplitude for the current solution, $d_2 = x_2 \times \beta_2$, $z_2 = \tan^{-1}(\beta_2/x_2)$. When $d_1$ and $d_2$ are all larger than 0 at the same time, it means that the current solution and the optimal solution found are both in the first or the third quadrant. When $|z_1| > |z_2|$, the current solution should be rotated counterclockwise, which has a value of “+1”; otherwise, its value should be “−1”. By the same token, the other three scenarios can be deduced.

In this way, the procedure for applying the quantum rotation gate to all the probability amplitudes for individual object in the population, i.e. using quantum rotation gate $U(t)$ to update $S(t)$, we have

$$S(t + 1) = U(t) \times S(t) \quad (19)$$

$U(t)$ is the $t$th generation quantum rotation gate, $S(t)$ is the $t$th generation probability amplitude of a certain object, and $S(t + 1)$ is the $(t + 1)$th generation probability amplitude of the corresponding object.

Step 5: Perturbation.

In order to solve the problem of CQGA, problem being prone to be trapped in local extreme value better, we perturb the population. It is found that by using the CQGA analysis that when the best individual of the current generation is a local extreme value, it is very hard for the algorithm to extricate itself. Therefore, when the best individual does not change in successive generations, the algorithm is trapped in the local extreme. At this point of time, a perturbation should be applied to the population to extricate itself out of the local optimal and start a new search. The approach is to maintain the optimal solution in this generation, making the remaining individuals similar to the genetic algorithm crossover operation. Two individuals then form a pair. The two-point crossover operation forms a linear combination into new individual using two different parents. A new population is built until the number is same as the original population. The operation then ends.

The complete CQGA computation flowchart is shown in Fig. 2:

5. Simulation and results

5.1. Studies Case 1

There is one wind farm and five kinds of different power sources (can see from Fig. 1). Among them, the total load reference data for each time period for all six kinds of sources at the $D$th day in summer are listed in Table 2. The wind farm contains number 20 wind turbine generators of the same model operating in parallel. The rated total effective power output is 100 MW. The wind power generation curve at each time period within the study period at the $D$th day in summer is shown in Fig. 3. It got from using the forecasted wind power beforehand through Neural Network and then converted into electrical power. The corresponding minimum output power is 15 MW and the maximum output power is 100 MW. Fig. 4 shows the output power of each time period for the photovoltaic at $D$th day in summer. The output power was cal-
Table 3
The effects of the magnitude of rotation angle and the population size on cost and CPU time.

<table>
<thead>
<tr>
<th>Population size</th>
<th>$\theta \times \pi$ (radians)</th>
<th>Time (s)</th>
<th>Cost (US $)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best</td>
<td>Worst</td>
<td>Mean</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>10.37</td>
<td>1,103,277</td>
<td>1,114,351</td>
</tr>
<tr>
<td>0.02</td>
<td>10.38</td>
<td>1,103,256</td>
<td>1,114,335</td>
</tr>
<tr>
<td>0.03</td>
<td>10.36</td>
<td>1,103,323</td>
<td>1,114,456</td>
</tr>
<tr>
<td>0.04</td>
<td>10.37</td>
<td>1,103,413</td>
<td>1,114,532</td>
</tr>
<tr>
<td>0.05</td>
<td>10.38</td>
<td>1,103,478</td>
<td>1,114,612</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>21.22</td>
<td>1,103,179</td>
<td>1,114,118</td>
</tr>
<tr>
<td>0.02</td>
<td>21.25</td>
<td>1,103,123</td>
<td>1,114,123</td>
</tr>
<tr>
<td>0.03</td>
<td>21.23</td>
<td>1,103,231</td>
<td>1,114,231</td>
</tr>
<tr>
<td>0.04</td>
<td>21.24</td>
<td>1,103,289</td>
<td>1,114,335</td>
</tr>
<tr>
<td>0.05</td>
<td>21.25</td>
<td>1,103,356</td>
<td>1,114,423</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>32.56</td>
<td>1,102,612</td>
<td>1,113,955</td>
</tr>
<tr>
<td>0.02</td>
<td>32.55</td>
<td>1,102,654</td>
<td>1,113,934</td>
</tr>
<tr>
<td>0.03</td>
<td>32.57</td>
<td>1,102,723</td>
<td>1,113,978</td>
</tr>
<tr>
<td>0.04</td>
<td>32.56</td>
<td>1,102,798</td>
<td>1,114,056</td>
</tr>
<tr>
<td>0.05</td>
<td>32.58</td>
<td>1,102,865</td>
<td>1,114,099</td>
</tr>
<tr>
<td>16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>42.04</td>
<td>1,102,520</td>
<td>1,113,883</td>
</tr>
<tr>
<td>0.02</td>
<td>42.03</td>
<td>1,102,517</td>
<td>1,113,876</td>
</tr>
<tr>
<td>0.03</td>
<td>42.07</td>
<td>1,102,675</td>
<td>1,113,941</td>
</tr>
<tr>
<td>0.04</td>
<td>42.09</td>
<td>1,102,734</td>
<td>1,113,978</td>
</tr>
<tr>
<td>0.05</td>
<td>42.12</td>
<td>1,102,812</td>
<td>1,113,994</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>53.33</td>
<td>1,102,521</td>
<td>1,113,873</td>
</tr>
<tr>
<td>0.02</td>
<td>53.37</td>
<td>1,102,501</td>
<td>1,113,852</td>
</tr>
<tr>
<td>0.03</td>
<td>53.35</td>
<td>1,102,632</td>
<td>1,113,912</td>
</tr>
<tr>
<td>0.04</td>
<td>53.57</td>
<td>1,102,889</td>
<td>1,113,921</td>
</tr>
<tr>
<td>0.05</td>
<td>53.51</td>
<td>1,102,723</td>
<td>1,113,972</td>
</tr>
<tr>
<td>24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>63.12</td>
<td>1,102,489</td>
<td>1,113,708</td>
</tr>
<tr>
<td>0.02</td>
<td>63.18</td>
<td>1,102,483</td>
<td>1,113,712</td>
</tr>
<tr>
<td>0.03</td>
<td>63.13</td>
<td>1,102,521</td>
<td>1,113,767</td>
</tr>
<tr>
<td>0.04</td>
<td>63.16</td>
<td>1,102,631</td>
<td>1,113,823</td>
</tr>
<tr>
<td>0.05</td>
<td>63.11</td>
<td>1,102,723</td>
<td>1,113,912</td>
</tr>
<tr>
<td>28</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>74.67</td>
<td>1,102,317</td>
<td>1,113,614</td>
</tr>
<tr>
<td>0.02</td>
<td>74.62</td>
<td>1,102,324</td>
<td>1,113,624</td>
</tr>
<tr>
<td>0.03</td>
<td>74.61</td>
<td>1,102,431</td>
<td>1,113,676</td>
</tr>
<tr>
<td>0.04</td>
<td>74.68</td>
<td>1,102,507</td>
<td>1,113,746</td>
</tr>
<tr>
<td>0.05</td>
<td>74.69</td>
<td>1,102,608</td>
<td>1,113,837</td>
</tr>
</tbody>
</table>

Fig. 6. The effects of $\theta$ value and population size on cost and CPU time (while $\theta = 0.01\pi$ and Generation = 200).
calculated using the same method mentioned in Fig. 3. Fig. 5 shows the convergence scenario for the power generation operating cost at the Dth day in summer. When using the CQGA method to solve the Dynamic Economic Dispatch problem, the constraints are: six kinds of DG source condition, their evolution generation is set to 200, the population size is 16, the number of computation is 10 (therefore, there are number 10 cost curves in the figure). The convergence scenario for the operating cost converges to the minimum cost, which is about US $1,108,196 (see Fig. 5).

5.2. Studies Case 2

In Table 3 is the magnitude of the rotation angle in radians and the Population Size are studied to settle the optimal value. From Table 3 the effect of the Population Size investigated by varying the size from 4 to 28, with a step size of 4. The value of \( h \) is from \( 0.01 \pi \) to \( h = 0.05 \pi \) with step size of 0.01 \( \pi \).

As observed the comparison from Figs. 6 and 7 the CQGA algorithm convergence cost is relative to the angle of \( h \). In Fig. 6 the running condition is set \( \theta = 0.01 \pi \) and Generation = 200. In Fig. 7 the running condition is set \( \theta = 0.05 \pi \) and Generation = 200. Since large angles may cause premature convergence, small angles generally produce better solutions. According to our test while \( \theta = 0.02 \pi \) the cost can always converge to the optimal value whatever the Population Size is set at any value. From Table 3, in Figs. 6 and 7 a large Population Size can slightly improve the mean cost value, but it will increase the CPU time.

Observed from Table 4 when the Generation number is large the convergence cost will be reduced. As an example, while Generation = 200, the mean cost = US $1,108,196, the CPU time = 42.03(s), another while Generation = 600, the mean cost = US $1,107,135, the CPU time = 133.77(s). The cost reduces only US $1061, but the CPU time increases 91.74(s). Obviously, selected Generation number = 200 is better for the solution.

5.3. Studies Case 3

Table 5 shows the total power generation cost and CPU run time on the Dth day in summer under above operating conditions while using different methods (i.e. CQGA, QGA, EP, GA and DP). From the table, we can obtain a clear result through the comparison of the average convergence of power generation cost – i.e. CQGA can save

<table>
<thead>
<tr>
<th>Different algorithm</th>
<th>Convergence cost of generation (US $)</th>
<th>CPU time of convergence (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DP</td>
<td>1,158,135</td>
<td>1,172,573</td>
</tr>
<tr>
<td>GA</td>
<td>1,143,576</td>
<td>1,155,998</td>
</tr>
<tr>
<td>EP</td>
<td>1,131,364</td>
<td>1,142,773</td>
</tr>
<tr>
<td>QGA</td>
<td>1,116,993</td>
<td>1,128,371</td>
</tr>
<tr>
<td>CQGA</td>
<td>1,102,517</td>
<td>1,113,876</td>
</tr>
</tbody>
</table>

more than QGA [32–35], EP [18], GA [11–14], DP [6] for US $14,484, US $28,872, US $41,591 and US $57,058 respectively. Another, the CPU time of CQGA is lower than QGA, EP, GA, DP for 26.39(s), 47.76(s), 64.77(s) and 92.62(s) respectively. Figs. 8–11 show the saving cost that solves the Dynamic Economic Dispatch problem in summer or winter when use DG sources and CQGA method compare with the condition that power buy directly from main grid. Fig. 8 is 1 day in summer working day. From the figure we have that the dispatch cost saving is from US $11,576 (minimum) to US $21,675 (maximum). In Fig. 9 is 1 day in summer weekend day. From the figure we have that the dispatch cost saving is from US $9,134 to US $18,145. In Fig. 10 is 1 day in winter working day. From the figure we have that it can save the dispatch cost from US $11,312 to US $20,234. Fig. 11 is 1 day in winter weekend day. From the figure we have that it can save the dispatch cost from US $10,316 to US $19,475. The comprehensive survey can save cost from US $219,216 to US $485,616 in 1 day. The total savings in 1 month is from US $6,576,480 to US $14,568,480. It is really a big number. Therefore using the CQGA method to solve Environmental Economic Dispatch of Smart MicroGrid Containing Distributed Generation problem is really a outstanding and feasible method.

6. Conclusions
The chaotic quantum genetic algorithm method was used in this paper. The quantum bit coding was adopted for the problem coding. Using this algorithm presents several advantages as: (1) The quantum chromosome is generated using quantum encoding. Because the quantum probability amplitude means that a quantum chromosome carries information about multiple states, a chromosome will be in a quantum superposition state of many determined states before an observation is made. Therefore, generating a new object through the quantum probability amplitude, the deciding variable, in a sense, is no longer fixed information; rather, it has become a kind of superposition for different information scenarios. Therefore it can produce a richer population than the simplistic genetic method. It is quite easy to induce mutations with current best individual object information so that the population will evolve toward a good schema with high probability to speed up the convergence. (2) Using the chaotic system, the population possesses inherent diversity, i.e. it is not prone to fall into the local optimal trap during the optimization process.

The algorithm proposed here to solve the environmental economic dispatch problem for Smart MicroGrid power systems is economically significant and quite practical, which is an excellent algorithm.
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