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Abstract� We propose an object tracking algorithm that learns
a set of appearance models for adaptive discriminative object
representation. In this paper, object tracking is posed as a
binary classi�cation problem in which the correlation of object
appearance and class labels from foreground and background is
modeled by partial least squares (PLS) analysis, for generating
a low-dimensional discriminative feature subspace. As object
appearance is temporally correlated and likely to repeat over
time, we learn and adapt multiple appearance models with PLS
analysis for robust tracking. The proposed algorithm exploits
both the ground truth appearance information of the target
labeled in the �rst frame and the image observations obtained
online, thereby alleviating the tracking drift problem caused by
model update. Experiments on numerous challenging sequences
and comparisons to state-of-the-art methods demonstrate favor-
able performance of the proposed tracking algorithm.

Index Terms� Appearance model, object tracking, partial least
squares analysis.

I. I NTRODUCTION

OBJECT tracking is an important problem in image
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for generating an effective low-dimensional discriminative
subspace. In this paper, we achieve this by learning a feature
subspace with a few positive and negative samples in the
high-dimensional feature space via partial least squares (PLS)
analysis. The learned feature subspace is then utilized to
construct an appearance model. As appearance of an object
in consecutive frames is temporally correlated and likely to
repeat over time, we learn and adapt multiple appearance
models with PLS analysis for robust tracking.

When new tracking results are obtained during tracking,
the proposed appearance models are adapted to account for
the target and background appearance change. Since the only
ground truth during tracking is obtained in the Þrst frame
by manually labeling or automatically detection, we retain

we use PLS analysis to learn low-dimensional discrimina-
tive feature subspace for object representation. Since object
tracking is posed as a task to discriminate the target object
from the background, object representation based with PLS
analysis is more effective than the widely used genera-
tive models such as principal component analysis (PCA)
or its variants [17], [24]. As no exhaustive search is
carried out to select or combine features, our representation
scheme is also more efÞcient than existing discriminative
methods [7], [10]. Second, we represent an object with
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To decomposeX and Y by Equation (1), PLS algorithms
Þrst compute the weight vectorsw1 and c1 such that most
variations in X and Y can be retained byt1 = Xw1 and
u1 = Yc1

max
w1

V ar(t1)

max
c1

V ar(u1) (2)

wheret1 andu1 are the Þrst columns ofT andU, respectively,
and V ar(·) denotes the variance.

Meanwhile, PLS analysis also requirest1 to best explainu1

max
w1,c1

�( t1, u1) (3)

where�( t1, u1) = Cov(t1, u1)/
�

V ar(t1)V ar(u1) deÞnes the
correlation coefÞcient betweent1 and u1, andCov(t1, u1) =
t�
1 u1/ N denotes the sample covariance betweent1 and u1.

Combining Equation (2) and Equation (3), PLS analysis
maximizes the covariance betweent1 andu1 in the Þrst step

max
w1,c1

Cov(t1, u1) = max
w1,c1

�
V ar(t1)V ar(u1)�( t1, u1). (4)

Therefore, w1 and c1 can be computed by solving the
following optimization problem:

max� Xw1, Yc1�

s.t. w1
� w1 = 1, c1

� c1 = 1 (5)

where� Xw1, Yc1� denotes the inter product ofXw1 andYc1.
The optimal weight vectorw1 for the above optimization
problem is the Þrst eigenvector of the following eigenvalue
problem [22], [28]

X� Y Y� Xw1 = � w1. (6)

Similarly, c1 can be obtained by solving another eigenvalue
problem

Y� X X� Yc1 = � c1. (7)

After the Þrst step, the PLS method iteratively computes
other weight vectors. Whenw1 andc1 are available, the score
vectors can be computed byt1 = Xw1, u1 = Yc1, and
loadings (Þrst columns ofP and Q) can be computed by
p1 = X� t1

t �
1 t1

and q1 = Y� u1
u�

1 u1
, respectively. The data matrices

X and Y are then deßated by subtracting their rank-one
approximations

X � X Š t1p�
1

Y � Y Š u1q�
1 . (8)

The new X and Y are used to computew2, c2 based on
Equation (6) and Equation (7). This process is repeated until
the residuals are small enough or a predeÞned number of
weight vectors

�
w1, . . . , wp

�
and

�
c1, . . . , cp

�
are obtained.

Since its early applications in the Þeld of chemometrics,
PLS has become a useful tool in neuroscience, bioinformatics,
pattern recognition, and data mining [21], [23], [25], [26].
More details about PLS analysis can be found in [22], [28].

B. Learning Appearance Models With PLS Analysis

In this paper, we pose object tracking as a classiÞcation
problem which labels the target (positive) and background
(negative) feature variables with different values. The above
discussion of PLS analysis indicates that a low-dimensional
space can be learned where the latent quantities from different
sets of observed variables are more correlated than those in
the original spaces. Therefore, we use PLS analysis to model
the correlation of object appearance and class label due to its
capacity for both dimensionality reduction and classiÞcation.

Within PLS formulation, the variables in our tracking task
consist of two classes includingfeature vectors and class label.
In the following sections, we useX � Rm to denote the
feature space for object description, andY � R to denote
the class label space of an object. After the target object is
manually or automatically located in the Þrst frame, we have
a positive samplex1 by extracting a feature vector from the
warped image speciÞed by the state parameter. If more positive
samples are needed for training, we generate virtual data by
small perturbations and extract corresponding feature vectors.
In order to collect negative samples, we randomly draw
samples from an annular region deÞned by� < � lnegŠ l � < �
(� and� are inner and outer radiuses, respectively), in which
l is the target location, andlneg is the location of a negative
sample. Fig. 1 illustrates how positive and negative samples
are drawn in a frame. With the obtained training data set, we
use PLS analysis to determine an appearance model of the
target object.

Let X = [ xp
1 , . . . , xp

Np
, xn

1, . . . , xn
Nn

]� � RN× m denote
the feature vectors we have collected, andy = [ 1, . . . ,
1, 0, . . . , 0]� � RN× 1 denote the corresponding class labels,
where Np and Nn are the numbers of positive and negative
samples, respectively (N = Np + Nn). We centerX andy by
subtracting their corresponding meansx̄ and ȳ to form X̄ as
well asȳ. With PLS analysis,X̄ andȳ can be decomposed by

X̄ = T P� + E

ȳ = Uq� + f (9)

whereT � RN× p andU � RN× p contain N observations of
the p extracted latent variables,P � Rm× p and q � R1× p

represent loadings, andE � RN× m as well asf � RN× 1 are
residuals. Sincēy has one variable,u1 = ȳc1, andc�

1 c1 = 1,
thereforec1 must be a scalar. It follows that,c1 = 1, u1 = ȳ,
and we only need to learn the latent variables for the feature
vectors. As discussed in Section III-A, we computew1 =
X̄� ȳ/ � X̄� ȳ� in the Þrst step. In thek-th (k > 1) iteration, we
Þrst computeX̄k = X̄kŠ1 Š tkŠ1p�

kŠ1 (where X̄1 = X̄), and
then obtainwk = X̄�

k ȳ/ � X̄�
k ȳ� .

Once the weight matrixW = [ w1, w2, . . . , wp] is
computed, the initial appearance model can be denoted by
A 1 = { x̄p, x̄, W}, where x̄p is the mean of the positive
samples. A test sample,x � Rm, can be projected onto the
learned latent feature space speciÞed byA 1 to get a latent
feature vectorz = W� xc � Rp, wherexc = x Š x̄. Using the
latent feature spaceZ � Rp with lower dimensionality, a target
object can be more easily discriminated from the background
than in the original feature spaceX � Rm.
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p(x|s) 
 exp(Š� xŠ t� 2
2), wheret is the adaptive template, and

all the other components are the same as IVT except subspace
learning.

1) Adaptive Object Trackers:All the evaluated tracking
algorithms use either generative (i.e., IVT, ATT, and L1T)
or discriminative (i.e., ADT, VRT, BOT, MIL, VTD, TLD
and RVM) representation schemes. For ADT, IVT, ATT, L1T
methods and the proposed tracker, we use thesamefeature
vector of intensity values for object description, and use
the sameparameters (including the dynamic model and the
number of particles) for particle Þltering. The VRT method
selects discriminative featuresfor object representation from
a set of color spaces and implements tracking using the mean
shift algorithm [8]. The BOT algorithm selects from a set of
Haar-like, HOG and LBP features for object representation
and online tracking. In the MIL tracker, the generalized
Haar-like features are adopted with an online multiple instance
learning algorithm to reduce visual drift. The VTD system
combines multiple observation models (based on hue, satu-
ration, intensity, and edge features) and multiple dynamic
models to account for the appearance and motion change in
object tracking. In the TLD method, Haar-like features are
employed and the underlying structure of image observations
obtained online is exploited to alleviate the drift problem.
The RVM method learns a regressor online by a probabilistic
SVM directly from the intensity values, and utilizes an object
detector in tandem for automatic initialization and recovery.
Since the IVT and ATT algorithms update the appearance
models by combining newly arrived data and previous obser-
vations with a forgetting factor, they are able to deal with
tracking drift to some degree. For fair comparison, we set all
the test trackers with thesameinitialization parameters.

2) Evaluation Criteria: Performance evaluation of object
tracking is an important and challenging problem. In this
paper, we evaluate the above-mentioned trackers qualitatively
and quantitatively. For qualitative assessments, we present
representative tracking results from each video sequence.
For quantitative evaluation, we measure the tracking success
rate and center location error using the ground truth object
locations obtained by manual labels at every 5 frames. We
employ the criterion used in the PASCAL VOC challenge [9]
to determine whether each tracking result is a success. Given
the tracked bounding box ROIT and the ground truth bounding
box ROIG, the score is deÞned as score= area(ROIT

	
ROIG)

area(ROIT



ROIG) .
The tracking result in one frame is considered as a success
when this score is above 0.5. Table I shows the tracking results
in terms of success rates. The center location error is deÞned
as the distance between the central locations of the tracked
target and the ground truth. The tracking results in terms of
center location errors are illustrated in Fig. 5, and the average
errors are presented in Table II.

Illumination : In the car4 sequence [24] shown in Fig. 6,
there is signiÞcant illumination change when the car passes
beneath the overpass and trees. The scale change of the target
and camera movement also make this sequence challenging.
The IVT, ATT, TLD, RVM methods and our algorithm perform
well in tracking all or most of the frames in this sequence

TABLE I

SUCCESSRATES (%). THE BEST TWO RESULTSARE PRESENTED

WITH BOLD FACE AND ITALIC FONTS

ADT IVT ATT VRT BOT L1T MIL VTD TLD RVM Ours
car4 76 100 100 33 32 33 36 50 96 100 100
car11 23 100 100 0 96 65 13 98 51 47 100
Gym 16 43 43 88 20 7 47 71 56 88 81
surfer 4 86 79 28 100 83 99 96 85 31 100

Sylvester 39 45 44 72 78 36 68 79 86 30 88
faceocc2 92 93 97 3 85 65 89 57 81 52 94

Mei 70 30 29 27 15 43 14 77 36 33 97
girl 3 34 35 27 72 38 14 38 63 37 95

square1 11 31 31 66 23 30 52 31 46 81 91
square2 50 50 41 9 91 29 95 96 95 30 100
Wall-E 59 11 11 8 8 51 8 20 70 14 90
chasing 5 61 62 11 8 29 8 9 59 19 65

TABLE II

AVERAGE CENTER LOCATION ERRORS(IN PIXELS). THE BEST TWO

RESULTSARE PRESENTEDWITH BOLD FACE AND ITALIC FONTS

ADT IVT ATT VRT BOT L1T MIL VTD TLD RVM Ours
car4 14 3 3 116 46 71 52 76 13 6 6
car11 25 3 3 79 4 28 41 4 29 32 2
Gym 55 19 19 10 15 123 16 9 12 7 10
surfer 43 7 9 65 4 9 5 6 9 39 4

Sylvester 24 60 58 14 10 19 13 9 10 63 8
faceocc2 12 9 9 66 22 33 16 53 9 30 9

Mei 18 19 20 19 42 32 33 12 18 68 10
girl 139 39 39 39 18 31 43 36 24 35 7

square1 35 92 89 5 39 95 11 80 13 20 8
square2 27 22 24 45 4 73 6 6 7 105 4
Wall-E 42 21 22 21 52 14 28 18 28 41 14
chasing 27 8 8 128 34 30 43 34 5 61 7

while the others do not. The tracking errors of these four
trackers are also lower than those of the other methods. The
IVT and ATT methods use all the previous target observations
for appearance modeling, our method makes use of a static
observation model, and the TLD maintains a detector along
with the adaptive tracker. That is why these trackers are less
sensitive to drift after the illumination changes. In thecar11
sequence [24], the contrast between the target object and the
background is low and the ambient light changes signiÞcantly.
Furthermore, the low image resolution of the target object
makes tracking difÞcult. Fig. 7 shows some results where the
IVT, ATT, BOT, VTD trackers and our method are able to track
the target with low center location errors. The BOT and VTD
methods perform well as the HOG and edge features are less
sensitive to illumination change. The VRT method does not
work well since it is difÞcult to Þnd discriminative features as
the color distributions of the target object and background are
similar. These two experiments demonstrate that our method
is able to handle drastic illumination changes.

Pose: In the Gym sequence, the target object under-
goes out-of-plane pose change and shape deformation.
Some tracking results shown in Fig. 8. The quantitative results
shown in Tables IÐII as well as Fig. 5 indicate that the
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Fig. 5. Error plots of test sequences.

VRT, RVM and the proposed methods perform better than the
other trackers. The L1T method does not perform well in this
sequence as the appearance change due to shape deformation
is not effectively accounted for by the holistic sparse represen-
tation. For thesurfer video shown in Fig. 9, the target moves
with out-of-plane pose change. The BOT, MIL, VTD and the
proposed methods are able to tack more image frames than the
ADT, IVT, ATT, L1T, TLD and RVM methods. From the error
plot shown in Fig. 5 and the average location error illustrated

in Table II, it is clear that all the trackers except ADT and VRT
perform well in tracking the center location of the target. In the
Sylvestersequence [24], the target object undergoes large pose
and illumination change. Some representative tracking results
are shown in Fig. 10. Our tracker and the TLD method achieve
higher success rates than the others as shown in Table I.
Fig. 5 and Table II demonstrate that the VRT, BOT, MIL,
VTD, TLD trackers and our method achieve relatively lower
center location errors than the other methods. In these three
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IVT VRT BOT L1T MIL VTD TLDATT OursADT RVM

Fig. 12. Tracking results of theMei sequence.

IVT VRT BOT L1T MIL VTD TLDATT OursADT RVM

Fig. 13. Tracking results of theGirl sequences.

IVT VRT BOT L1T MIL VTD TLDATT OursADT RVM

Fig. 14. Tracking results of theSquare1sequence.

proposed methods perform well. However, the success rates
of the VRT and MIL algorithms are low since they do not
estimate the scale change of the target object well. The RVM
method also performs well with high success rate although it
loses the target after the occlusion (shown in frame 865 of
Fig. 14). The target object in thesquare2sequence (Fig. 15)
is difÞcult to track as it moves through the scene with motion
blur and partial occlusion. Overall, the BOT, MIL, VTD, TLD
and our tracking method perform well with higher success
rates and lower location errors. While the ADT, IVT and
ATT algorithms perform better than the VRT, L1T and RVM
methods, they lose track of the target object when image blur
occurs (frame 139). Our method can deal with image blur
as it extracts discriminative feature subspace with the PLS

IVT VRT BOT L1T MIL VTD TLDATT OursADT RVM

Fig. 15. Tracking results of theSquare2sequence.

IVT VRT BOT L1T MIL VTD TLDATT OursADT RVM

Fig. 16. Tracking results of theWall-E sequence.

IVT VRT BOT L1T MIL VTD TLDATT OursADT RVM

Fig. 17. Tracking results of theChasingsequence.

analysis. Aside from this, our method also makes use of the
initial appearance model to alleviate the drift problem.

Scale: The object in theWall-E sequence exhibits drastic
change in scale and out-of-plane rotation. The color simi-
larity between the target and the background also makes
this sequence difÞcult for object tracking. Some qualitative
tracking results are illustrated in Fig. 16. Overall, our method
performs much better than other methods. The L1T algorithm
perform well in terms of location error but with much lower
success rate than the proposed method. In addition, the IVT,
ATT, VRT, and VTD methods also perform reasonably well
in terms of location errors but with low success rates, which
suggests that these trackers do not deal with object scale
change well. In thechasing sequence (Fig. 17), the target
object undergoes signiÞcant scale change and heavy occlusion.
The fast appearance change of background due to movement
of the camera and the target object also makes it difÞcult to
track this vehicle. From the success rates and center location


