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Object Tracking via Partial Least
Squares Analysis

Qing Wang,Student Member, IEEE, Feng ChenMember, IEEE,
Wenli Xu, and Ming-Hsuan YangSenior Member, IEEE

Abstract] We propose an object tracking algorithm that learns
a set of appearance models for adaptive discriminative object
representation. In this paper, object tracking is posed as a
binary classiCkation problem in which the correlation of object
appearance and class labels from foreground and background is
modeled by partial least squares (PLS) analysis, for generating
a low-dimensional discriminative feature subspace. As object
appearance is temporally correlated and likely to repeat over
time, we learn and adapt multiple appearance models with PLS
analysis for robust tracking. The proposed algorithm exploits
both the ground truth appearance information of the target
labeled in the [rst frame and the image observations obtained
online, thereby alleviating the tracking drift problem caused by
model update. Experiments on numerous challenging sequences
and comparisons to state-of-the-art methods demonstrate favor-
able performance of the proposed tracking algorithm.

Index Termd] Appearance model, object tracking, partial least
squares analysis.

I. INTRODUCTION

BJECT tracking is an important problem in image
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for generating an effective lodimensional discriminative
subspace. In this paper, we achieve this by learning a feature
subspace with a few positive and negative samples in the
high-dimensional feature space via partial least squares (PLS)
analysis. The learned feature subspace is then utilized to
construct an appearance model. As appearance of an object
in consecutive frames is temporally correlated and likely to
repeat over time, we learn and adapt multiple appearance
models with PLS analysis for robust tracking.

When new tracking results are obtained during tracking,
the proposed appearance models are adapted to account for
the target and background appearance change. Since the only
ground truth during tracking is obtained in the Pbrst frame
by manually labeling or automatically detection, we retain

we use PLS analysis to qurn Iow—dlmenﬁig;ba;lgd&%q.@{gzmz EEE
tive feature subspace for object representation. Since object
tracking is posed as a task to discriminate the target object
from the background, object representation based with PLS
analysis is more effective than the widely used genera-
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To decomposeX andY by Equation (1), PLS algorithms B. Learning Appearance Models With PLS Analysis
brst compute the weight vectorg; and c; such that most
variations in X and Y can be retained by; = Xw; and
ui = Ycy

In this paper, we pose object tracking as a classibcation
problem which labels the target (positive) and background
(negative) feature variablesitiv different values. The above
discussion of PLS analysis indicates that a low-dimensional
space can be learned where the latent quantities from different

rrlaxv ar(usq) (2) sets of observed variables are more correlated than those in

' the original spaces. Therefore, we use PLS analysis to model

wheret; anduj are the Prst columns @f andU, respectively, the correlation of object appearance and class label due to its
andV ar(-) denotes the variance. capacity for both dimensionality reduction and classibcation.

Meanwhile, PLS analysis also requitgso best explairuy Within PLS formulation, the variables in our tracking task

consist of two classes includirigature vectors and class label.
max (t1,ug) (3) In the following sections, we usX R™ to denote the
feature space for object description, ad R to denote
where (t1,u;) = Cov(ty, u;)/ Var(ty)Var(uy) debnes the the class label space of an object. After the target object is
correlation coefbcient betwedn anduy, andCov(ty, u1) = manually or automatically located in the prst frame, we have
t, ur/ N denotes the sample covariance betwéerand u;. & positive sample: by extracting a feature vector from the
Combining Equation (2) and Equation (3), PLS analysiwarped image specibed by the state parameter. If more positive
maximizes the covariance betwegnandu; in the brst step samples are needed for training, we generate virtual data by
small perturbations and extract corresponding feature vectors.
vrﬂfici(cov(tl, uy) = max Var(ty)Var(uy) (ty, u1). (4) In order to collect negative samples, we randomly draw
samples from an annular region debned By lnegS|1 <
Therefore, w1 and c; can be computed by solving the( and are inner and outer radiuses, respectively), in which

maxV ar(ty)
Wy

following optimization problem | is the target location, ankieg is the location of a negative
sample. Fig. 1 illustrates how positive and negative samples
max Xwig, YCy are drawn in a frame. With the obtained training data set, we
st. wg wp=1c¢ ¢c1=1 (5) use PLS analysis to determine an appearance model of the
target object.
where Xwi, Yc1 denotes the inter product ofw; andYec;. Let X = [Xf,__”xﬁl XX ] RN*M denote
The optimal weight vectow; for the above optimization the feature vectors we have collencted, and= [1,...,
prOblem is the brst eigenvector of the fOIIOWing eigenvalug 0, s 0] RNX]- denote the Corresponding class |abe|s1
problem [22], [28] where Np and N, are the numbers of positive and negative

_ samples, respectivellN(= Np + Np). We centerX andy by
XYY Xwp = Wy (6) subtracting their corresponding meansindy to form X as

Similarly, c; can be obtained by solving another eigenvalu\ge" asy. With PLS analysisX andy can be decomposed by

problem X=TP + E
Y XX Yci= c. (7) y=Uq +f 9

After the Prst step, the PLS method iteratively computgghereT RN*P andU RN*P contain N observations of
other weight vectors. Whew; andc; are available, the scorethe p extracted latent variable®? R™P andgq RXP
vectors can be computed dy = Xwi, up = Yci, and represent loadings, an  RN*™ as well asf  RN*! are
loadings (Prst columns oP and Q) can be computed by residuals. Sincg has one variabley; = yc;, andc, ¢1 = 1,

p1 = >t< ttl andqg; = I :’1, respectively. The data matriceshereforec; must be a scalar. It follows that; = 1,u; =y,
X and lyl are then delgéted by subtracting their rank-ord we only need to learn the latent variables for the feature
approximations vectors. As discussed in Section IlI-A, we compuig =
X yl X y inthe brst step. In thk-th (k > 1) iteration, we
X X S tip; Prst computeXx = Xks1 S tkg1pes; (WhereX; = X), and
Y Y S ug; . (8) then obtainwk = X, y/ X,y .
Once the weight matrixW = [wg, Wp,..., Wp] is

The new X and Y are used to computerz, c; based on computed, the initial appearance model can be denoted by
Equation (6) and Equation (7). This process is repeated umtif = {xP, X, W}, where xP is the mean of the positive
the residuals are small enough or a predebPned numbersafmples. A test samplg, R™, can be projected onto the
weight vectors wy, ..., wp and cy,...,Cp are obtained. learned latent feature space speciPedAbyto get a latent

Since its early applications in the beld of chemometricature vectoz = W x¢ RP, wherex® = x S X. Using the
PLS has become a useful tool in neuroscience, bioinformatitatent feature spacé  RP with lower dimensionality, a target
pattern recognition, and data mining [21], [23], [25], [26]object can be more easily discriminated from the background
More details about PLS analysis can be found in [22], [28]than in the original feature spa¢ge R™M.



4460 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 21, NO. 10, OCTOBER 2012

p(x|s) expS xSt 3), wheret is the adaptive template, and TABLE |
all the other components are the same as IVT except subspaceSUCCESSRATES (%). THE BESTTWO RESULTSARE PRESENTED
learning. WITH BOLD FACE AND ITALIC FONTS

1) Adaptive Object TrackersAll the evaluated tracking ADT IVT ATT VRT BOT L1T MIL VTD TLD RVM Ours

algorithms use either generative (i.e., IVT, ATT, and L1T) car4 76 100 100 33 32 33 36 50 96 100 100
or discriminative (i.e., ADT, VRT, BOT, MIL, VTD, TLD carll 23 100 100 0 96 65 13 98 51 47 100
and RVM) representation schemes. For ADT, IVT, ATT, LIT Gym 16 43 43 8 20 7 47 71 56 83 81
methods and the proposed tracker, we usesiti@efeature ~ surfer 4 8 79 28 100 83 99 96 85 31 100
vector of intensity values for object description, and useSy\vester 39 45 44 72 78 36 68 7986 30 88
the sameparameters (including the dynamic model and thef@ceccc2 92 93 97 3 85 65 8 57 81 52 94
number of particles) for particle bltering. The VRT method Mei 703029 27 15 43 1477 363397
NN ) i girl 3 34 35 27 72 38 14 3863 37 95
selects discriminative featgréer object rgpresgntatlon from squarel 11 31 31 66 23 30 52 31 4681 91
a set of color spaces and implents tracking using the mean g, a2 50 50 41 9 91 29 95 96 95 30 100
shift algorithm [8] The BOT algorithm selects from a set of Wal-kE 59 11 11 8 8 51 8 2070 14 90
Haar-like, HOG and LBP feates for object representation chasing 5 61 62 11 8 29 8 9 59 19 65
and online tracking. In the MIL tracker, the generalized
Haar-like features are adoptedtivan online mitiple instance
learning algorithm to reduce visual drift. The VTD system TABLE I
. . . AVERAGE CENTER L OCATION ERRORS(IN PIXELS). THE BESTTWO
combines multiple observation models (based on hue, satu-
ration, intensity, and edge features) and multiple dynamic RESULTSARE PRESENTEDWITH BOLD FACE AND ITALIC FONTS
models to account for the appearance and motion change in ADT IVT ATT VRT BOT LiT MIL VTD TLD RVM Ours
object tracking. In the TLD method, Haar-like features are car4 14 3 3 116 46 71 52 76 13 6 6
employed and the underlying structure of image observationscari1 25 3 3 79 4 28 41 4 29 32 2
obtained online is exploited to alleviate the drift problem. Gym 55 19 19 10 15 123 16 9 12 7 10
The RVM method learns a regressor online by a probabilisticsurfer 43 7 9 65 4 9 5 6 9 39 4
SVM directly from the intensity values, and utilizes an object Sylvester 24 60 58 14 10 19 13 9 10 63 8
detector in tandem for automatic initialization and recovery.faceoccz 12 9 9 66 22 33 16 53 9 30 9
Since the IVT and ATT algorithms update the appearance Me' 18 19 20 19 42 32 3312 18 68 10
models by combining newly arrived data and previous obser- girl 139 39 39 39 18 31 43 36 24 3 7
: . ) > 'squarel 35 92 8 5 39 95 11 80 13 20 8
vatlons Wlt_h a forgetting factor, they are ablt_a to deal with square2 27 22 24 45 4 73 6 6 7 105 4
tracking drift to some degree. For fair comparison, we set ally,i.e 42 21 22 21 52 14 28 18 28 41 14
the test trackers with theameinitialization parameters. chasing 27 8 8 128 34 30 43 345 61 7

2) Evaluation Criteria: Performance evaluation of object
tracking is an important and challenging problem. In this
paper, we evaluate the above-mentioned trackers qualitativ@liile the others do not. The tracking errors of these four
and quantitatively. For qualitative assessments, we presgatkers are also lower than those of the other methods. The
representative tracking nelés from each video sequencelvT and ATT methods use all the previous target observations
For quantitative evaluation, we measure the tracking success appearance modeling, our method makes use of a static
rate and center location error using the ground truth objesihservation model, and the TLD maintains a detector along
locations obtained by manual labels at every 5 frames. Wgth the adaptive tracker. That is why these trackers are less
employ the criterion used in the PASCAL VOC challenge [9ensitive to drift after the illumination changes. In tharll
to determine whether each traeg result is a success. Givensequence [24], the contrast between the target object and the
the tracked bounding box R@land the ground truth boundingbackground is low and the ambient light changes signibcantly.
box ROls, the score is debned as scerezgiﬁg:l Eg:g;. Furthermore, the low image resolution of the target object
The tracking result in one frame is considered as a succesakes tracking difbcult. Fig. 7 shows some results where the
when this score is aboveR) Table | shows the tracking resultslVT, ATT, BOT, VTD trackers and our method are able to track
in terms of success rates. The ta@mlocation error is debnedthe target with low center location errors. The BOT and VTD
as the distance between the trahlocations of the tracked methods perform well as the HOG and edge features are less
target and the ground truth. The tracking results in terms sénsitive to illumination change. The VRT method does not
center location errors are illustrated in Fig. 5, and the averagerk well since it is difpcult to Pnd discriminative features as
errors are presented in Table 1. the color distributions of the target object and background are

Illumination : In the car4 sequence [24] shown in Fig. 6,similar. These two experiments demonstrate that our method
there is signibcant illumination change when the car passssable to handle drastic illumination changes.
beneath the overpass and trees. The scale change of the targedse In the Gym sequence, the target object under-
and camera movement also make this sequence challenggages out-of-plane pose change and shape deformation.
The IVT, ATT, TLD, RVM methods and our algorithm performSome tracking results shown in Fig. 8. The quantitative results
well in tracking all or most of the frames in this sequencehown in Tables IDIl as well as Fig. 5 indicate that the
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Fig. 5. Error plots of test sequences.

VRT, RVM and the proposed methods perform better than tieTable Il, it is clear that alllie trackers except ADT and VRT
other trackers. The L1T method does not perform well in thigerform well in tracking the center location of the target. In the
sequence as the appearance change due to shape deform8iituestersequence [24], the target object undergoes large pose
is not effectively accounted for by the holistic sparse represeamd illumination change. Some representative tracking results
tation. For thesurfer video shown in Fig. 9, the target movesare shown in Fig. 10. Our tracker and the TLD method achieve
with out-of-plane pose change. The BOT, MIL, VTD and théigher success rates than the others as shown in Table
proposed methods are able to tack more image frames thanRige 5 and Table Il demonstrate that the VRT, BOT, MIL,
ADT, IVT, ATT, L1T, TLD and RVM methods. From the error VTD, TLD trackers and our method achieve relatively lower
plot shown in Fig. 5 and the average location error illustratementer location errors than the other methods. In these three
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Fig. 12. Tracking results of th®lei sequence. Fig. 15. Tracking results of th8quare2sequence.

Fig. 16. Tracking results of thevall-E sequence.

Fig. 13. Tracking results of th&irl sequences.

Fig. 17. Tracking results of th€hasingsequence.

analysis. Aside from this, our method also makes use of the
Fig. 14. Tracking results of th8quarelsequence. initial appearance model to alleviate the drift problem.
Scale The object in theWall-E sequence exhibits drastic

change in scale and out-of-plane rotation. The color simi-
proposed methods perform well. However, the success rakmsty between the target and the background also makes
of the VRT and MIL algorithms are low since they do nothis sequence difbcult for object tracking. Some qualitative
estimate the scale change of the target object well. The Rvikhcking results are illustrated in Fig. 16. Overall, our method
method also performs wellitihn high success rate although itperforms much better than other methods. The L1T algorithm
loses the target after the occlusion (shown in frame 865 pérform well in terms of location error but with much lower
Fig. 14). The target object in thequare2sequence (Fig. 15) success rate than the proposed method. In addition, the IVT,
is difbcult to track as it moves through the scene with motioNT'T, VRT, and VTD methods also perform reasonably well
blur and partial occlusion. Overall, the BOT, MIL, VTD, TLDin terms of location errors but with low success rates, which
and our tracking method perform well with higher successiggests that these trackers do not deal with object scale
rates and lower location errors. While the ADT, IVT and¢hange well. In thechasingsequence (Fig. 17), the target
ATT algorithms perform better than the VRT, L1T and RVMobject undergoes signibcant scale change and heavy occlusion.
methods, they lose track of the target object when image blline fast appearance change of background due to movement
occurs (frame 139). Our method can deal with image blof the camera and the target object also makes it difbcult to
as it extracts discriminates feature subspace with the PLSrack this vehicle. From the suess rates and center location



